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Singularities of Maxwell’s system in non-Hilbertian Sobolev spaces

WIDED CHIKOUCHE AND SERGE NICAISE

Abstract. We study the regularity of the solution of the regularized electric
Maxwell problem in a polygonal domain with data in L p(�)2. Using a duality
method, we prove a decomposition of the solution into a regular part in the non-
Hilbertian Sobolev space W 2,p(�)2 and an explicit singular one.
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1. Introduction

Let � be a bounded Lipschitz domain in Rd , d = 2 or 3. The time harmonic
Maxwell equations with perfect conductor boundary conditions can be written as{

curl E − ikH = 0 and curl H + ikE = J in �,

E × n = 0 and H · n = 0 on ∂�,
(1.1)

where E is the electric part and H the magnetic part of the electromagnetic field
and k ≥ 0 is the frequency of the electromagnetic wave. The right hand side J is
the current density which in the absence of free electric charges is divergence free,
namely

div J = 0 in �.

If k is different from zero, eliminating H by the relation H = 1
ik curl E, we deduce

from (1.1) that the electric field E satisfies the second order system{
curl curl E − k2E = ikJ in �,

E × n = 0 on ∂�.
(1.2)

When � is a non-convex polygonal or polyhedral domain, it is well know [5–8,
11, 18] that the natural energy space for problem (1.2) is not H1(�)d but only
H0(curl; �) ∩ H(div; �), the space of square integrable vector fields with square
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integrable rotational and divergence satisfying the tangential boundary conditions
E×n = 0 on ∂�. Moreover it was shown in [11] that if the right-hand side belongs
to L2(�)d , then this solution (in H0(curl; �) ∩ H(div; �)) is decomposed into the
sum of a regular part in H2(�)d and a singular part, only determined by the singular
functions of the Laplace operator with Dirichlet boundary conditions.

Regularity results with data in L p(�)2, p �= 2, seem to be useful for three-
dimensional numerical purposes [4, 20] and when one studies non linear equations
related to Maxwell’s system (like the MHD system, see [16]) by some kind of
linearization or fixed point method. Hence it would be interesting to derive similar
results than the ones cited above for data in L p(�)2, with p �= 2. In this paper, we
start this analysis by considering the two-dimensional case. Namely using a duality
method introduced by P. Grisvard in [15] for the Laplace operator, we obtain a
decomposition (for the variational solution) into a regular part in W 2,p(�)2 and an
explicit singular one. In a forthcoming paper, we will treat the three-dimensional
case by combining the two-dimensional results obtained here with the theory of the
sums of operators in Banach spaces, see for instance [2, 9, 12, 13].

The paper is organized as follows. Section 2 is devoted to the setting of the
problem, first we regularize the electric Maxwell problem by the addition of a
grad div term to the operator curl curl in (1.2) which leads to a boundary value
problem for the vectorial Laplace operator. Next we prove the existence and unique-
ness of a variational solution in the space H0(curl) ∩ H(div) for data in L p(�)2

with p ≥ 4
3 . We conclude this section by a regularity result for the divergence of

the variational solution.
In Section 3, we prove a priori estimates which allow to deduce that the vec-

torial Laplace operator is a semi-Fredholm operator in appropriate Sobolev spaces.
This will be done by a local method and a change of variables which reduces our
problem to a boundary value problem in an infinite strip studied in Subsection 3.1.
There the solution is written explicitly by partial Fourier transform and thus esti-
mated by applying Mikhlin’s multiplier theorem.

In Section 4, in order to prove that the vectorial Laplace operator is Fredholm,
we show that its kernel is reduced to {0} and that the orthogonal of its range is
finite dimensional. Finally we compute exactly the index of our problem by giving
explicit functions which are not in the range of our operator. This will also lead to
the desired decomposition into a regular part and a singular one.

2. Setting of the problem

Let � be a bounded polygonal domain of R2 with a Lipschitz boundary � =
∪N

j=1� j with � j a linear segment, for all j = 1, 2, . . . , N . Let us denote by S j

the vertex of � defined by S j = � j ∩ � j+1 and by ω j the opening of � at S j .
Since we are interested in the regularity of the Maxwell system in � and since

this regularity has a local character, without loss of generality we can assume that
� is simply connected.



SINGULARITIES OF MAXWELL’S SYSTEM IN NON-HILBERTIAN SOBOLEV SPACES 457

As usual, we denote by L p(�) and by W k,p(�), k ∈ N, p ∈ (1, ∞) the
Lebesgue and Sobolev spaces. The usual norm of W k,p(�) is denoted by ‖ · ‖k,p,�.

We consider the following electric Maxwell problem: given J ∈ L p(�)2, we
look for a solution E ∈ W 2,p(�)2 of{

curl curl E − k2E = J in �,

E × n = 0 on �,
(2.1)

where n denotes the unit outer normal to �. The notations curl and curl distinguish
between the scalar and vector curl operators:

curl u = ∂u2

∂x
− ∂u1

∂y
when u = (u1, u2)

� and curl ϕ =
(

∂ϕ

∂y
, −∂ϕ

∂x

)�
,

where we denote by (x, y) the Cartesian coordinates in R2. We assume that

div J = 0 in �.

With this hypothesis, it is clear that a solution of (2.1) satisfies div E = 0 if k �= 0,
and thus, this is also a solution of

curl curl E − grad div E − k2E = J in �,

E × n = 0 on �,

div E = 0 on �.

(2.2)

The divergence free condition div E = 0 on �, is necessary to prove that conversely
any solution E to (2.2) satisfies (2.1).

Instead of problem (2.2), we will consider along this paper the simpler Maxwell
problem (2.3)-(2.5) below since its corner singularities has the same principal parts
as problem (2.2) (see [11]),

curl curl E − grad div E = J in �, (2.3)

E × n = 0 on �, (2.4)

div E = 0 on �. (2.5)

Since −� = curl curl E − grad div E, equation (2.3) is equivalent to the vectorial
Laplace equation

−�E = J in �.

2.1. Variational formulation

Let us introduce the spaces H(curl; �) and H(div; �)

H(curl; �) = {
u ∈ L2(�)2; curl u ∈ L2(�)

}
,

H(div; �) = {
u ∈ L2(�)2; div u ∈ L2(�)

}
.
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The variational formulation of problem (2.3)-(2.5) consists in looking for u ∈
X N (�) solution of

∀v ∈ X N (�),

∫
�

(curl u curl v + div u div v) =
∫

�

J · v, (2.6)

where X N (�) is the closed subspace of H(curl; �) ∩ H(div; �) defined as

X N (�) = {
u ∈ H(curl; �) ∩ H(div; �); u × n = 0 on �

}
.

As X N (�) is compactly embedded into L2(�)2 [21] (see also [3, Th. 2.8]), the
form

a(u, v) =
∫

�

(curl u curl v + div u div v),

is continuous and strongly coercive on X N (�). Moreover as X N (�) is embed-
ded into H1/2(�)2 [6, 10, 11], by the Sobolev embedding theorem, we deduce that
X N (�) is embedded into Lq(�)2, for all 1 ≤ q ≤ 4 and therefore the linear form
v → ∫

�
J · v is continuous on X N (�) for all p ≥ 4

3 . Applying the Lax-Milgram
lemma we get the

Proposition 2.1. The variational problem (2.6) admits a unique solution u∈X N (�)

for any J ∈ L p(�)2 such that p ≥ 4
3 .

2.2. The regularity of the divergence

As for data in J ∈ L2(�)2 [11], we show that the divergence of the solution u of
problem (2.6) with p ≥ 4

3 has a divergence with a better regularity.

Lemma 2.2. Let u ∈ X N (�) be the solution of (2.6) with J ∈ L p(�)2 such that
p ≥ 4

3 . Then

div u ∈ W 1,r
0 (�) with r = min{p, 2}.

Proof. i) For p ≥ 2, the result was proved in Theorem 1.2 of [11], where it was
shown that div u = q ∈ H1

0 (�) is the unique solution of∫
�

∇q · ∇ϕ = −
∫

�

J · ∇ϕ, ∀ϕ ∈ H1
0 (�). (2.7)

ii) For 4
3 ≤ p < 2, we fix a sequence (Jn)n∈N of elements in L2(�)2 such that

Jn → J in L p(�)2 as n → ∞. (2.8)

We consider un ∈ X N (�) the solution of (2.6) with right hand side Jn . Then from
(2.8), we know that

un → u in X N (�) as n → ∞. (2.9)
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Applying the first item to un , we deduce that div un = qn ∈ H1
0 (�) is the

unique solution of ∫
�

∇qn · ∇ϕ = −
∫

�

Jn · ∇ϕ, ∀ϕ ∈ H1
0 (�).

At this stage, for an arbitrary element v ∈ Lq(�)2, we use its Helmholtz decompo-
sition

v = ∇r + curl ψ,

where r ∈ H1
0 (�) is solution of∫

�

∇r · ∇ϕ = −
∫

�

v · ∇ϕ, ∀ϕ ∈ H1
0 (�),

and ψ ∈ H1(�). This decomposition follows from [14, Theorem I.3.1] since q > 2.
Moreover from the elliptic regularity of the Laplace operator r belongs to W 1,q(�)

with the estimate
‖r‖1,q,� ≤ C‖v‖0,q,�, (2.10)

for some C > 0. This is a consequence of [17, Theorems 8.1 and 8.2] since there is
no singular exponents kπ

ω j
between 0 and 1 − 2

q .

Hence we may write∫
�

∇qn · v =
∫

�

∇qn · ∇r = −
∫

�

Jn · ∇r,

since by Green’s formula
∫
�

∇qn ·curl ψ = − ∫
�

qn ·div curl ψ+〈qn; curl ψ ·n〉 =
0 (since qn = 0 on the boundary). By Hölder’s inequality we obtain that∣∣∣∣∫

�

∇qn · v

∣∣∣∣ ≤ ‖Jn‖0,p,�‖∇r‖0,q,�,

and by (2.10), we get ∣∣∣∣∫
�

∇qn · v

∣∣∣∣ ≤ C‖Jn‖0,p,�‖v‖0,q,�.

Taking the supremum on v ∈ Lq(�)2, we have shown that

‖∇qn‖0,p,� ≤ C‖Jn‖0,p,�.

This estimate and (2.8) and (2.9) allow to conclude that div u ∈ W 1,p
0 (�).
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Remark 2.3. According to the previous theorem and [17, Theorems 8.1 and 8.2],
for p > 2, if 1 − 2

p �= kπ
ω j

for all j = 1, . . . , N , k ∈ N	, and if u ∈ X N (�) is the

solution of (2.6) with J ∈ L p(�)2, then div u satisfies

div u = vR + vS,

where vR ∈ W 1,p
0 (�) and vS ∈ W 1,2

0 (�) is the singular part of div u and is of the
form

vS =
N∑

j=1

∑
k∈N	:

0< kπ
ω j

<1− 2
p

ckr
kπ
ω j
j sin

(
kπθ j

ω j

)
,

where ck ∈ R and (r j , θ j ) are polar coordinates centered at S j such that θ j = 0 on
� j+1 and θ j = ω j on � j .

3. The semi-Fredholm property

In this section, we prove that our problem (2.3) -(2.5) has the semi-Fredholm prop-
erty by proving an a priori estimate. For that purpose, we proceed locally (Subsec-
tion 3.2) in order to reduce our problem to a boundary value problem in an infinite
strip, studied in Subsection 3.1. Such a strip has a smooth boundary, and we can
use partial Fourier transform and Mikhlin’s multiplier theorem to state the a priori
estimate.

3.1. A priori estimate in an infinite strip

For a positive real number ω, let B be the infinite strip

B = R×]0, ω[= {(x, y) ∈ R
2; x ∈ R, 0 < y < ω}.

For a real number r we consider the operator L defined by

Lu = ∂2
x u + ∂2

y u + 2r∂x u + r2u.

Given f ∈ L p(B)2, we look at u = (u1, u2)
� ∈ W 2,p(B)2 a solution of

Lui = fi in B, i = 1, 2,

u1 cos α + u2 sin α = 0 on Fα, α = 0, ω,

sin α ∂yu1 − cos α ∂yu2 = 0 on Fα, α = 0, ω,

(3.1)

where for α = 0 or ω

Fα = {(x, α); x ∈ R}.
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We are looking for a sufficient condition between r and ω that guarantees the a
priori estimate

‖u‖2,p,B ≤ cp‖f‖0,p,B, (3.2)

for some positive constant cp.
For that purpose, we compute explicitly a solution u of (3.1) by applying partial

Fourier transform in x and then using Miklin’s multiplier theorem.

3.1.1. Explicit solution by partial Fourier transform

After applying partial Fourier transform in x , problem (3.1) becomes
v′′

i − ρ2vi = gi in ]0, ω[, i = 1, 2,

v1(ξ, 0) = v′
2(ξ, 0) = 0,

v1(ξ, ω) cos ω + v2(ξ, ω) sin ω = 0,

sin ω v′
1(ξ, ω) − cos ω v′

2(ξ, ω) = 0,

(3.3)

for all ξ ∈ R, where we have set vi = ûi , gi = f̂i , and ρ = sgn ξ(−ξ + ir), where
sgn ξ = 1 if ξ ≥ 0 and −1 else. Any solution of the differential equation in (3.3)
takes the form

v j (ξ, y) = 1

2ρ

∫ ω

0
eρ|y−z|g j (ξ, z)dz + a j e

ρy + a− j e
ρ(ω−y),

for some a j , a− j ∈ C, j = 1, 2. The boundary conditions in problem (3.3) provides
a linear system of 4 equations with 4 unknowns which admits a unique solution if
and only if its determinant d is different from zero. We have

d = 4e2ρω sin(1 − iρ)ω sin(1 + iρ)ω.

Hence d �= 0 for all ξ ∈ R if and only if

r �= kπ

ω
+ 1, ∀k ∈ Z and r �= kπ

ω
− 1, ∀k ∈ Z. (3.4)

Under this assumption, the solution of (3.3) is given by

v1(ξ, y) = 1

2ρ

∫ ω

0

[
eρ|y−z| + eρ(y+z)

]
g1(ξ, z)dz

+ 1

2ρd

∫ ω

0

[
eρ(2ω+y−z)−eρ(2ω−y−z)

] [
(cos 2ω−e2ρω)g1(ξ,z)+sin 2ωg2(ξ,z)

]
dz

− 1

2ρd

∫ ω

0

[
eρ(2ω+y+z)−eρ(2ω−y+z)

] [
(cos 2ω+e2ρω)g1(ξ,z)−sin 2ωg2(ξ,z)

]
dz,

(3.5)
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v2(ξ, y) = 1

2ρ

∫ ω

0

[
eρ|y−z| + eρ(y+z)

]
g2(ξ, z)dz

− 1

2ρd

∫ ω

0

[
eρ(2ω+y−z)−eρ(2ω−y−z)

] [
sin 2ωg1(ξ,z)−(cos 2ω − e2ρω)g2(ξ,z)

]
dz

+ 1

2ρd

∫ ω

0

[
eρ(2ω+y+z)−eρ(2ω−y+z)

] [
sin 2ωg1(ξ,z)−(cos 2ω−e2ρω)g2(ξ,z)

]
dz.

(3.6)

3.1.2. L p bounds for the solution

We shall now use the last two identities to show the existence of a constant C such
that

‖u‖0,p,B ≤ C‖f‖0,p,B . (3.7)

For this purpose, we need the following lemma (see [15, Lemma 4.2.1.3]).

Lemma 3.1. Let ξ , y, z �→ K (ξ, y, z) be a smooth (in ξ ) function such that

max
y∈]0,ω[

∫ ω

0
max
ξ∈R

{|K (ξ, y, z)| + |ξ ||∂ξ K (ξ, y, z)|}dz < +∞ (3.8)

and

max
z∈]0,ω[

∫ ω

0
max
ξ∈R

{|K (ξ, y, z)| + |ξ ||∂ξ K (ξ, y, z)|}dy < +∞; (3.9)

then the mapping f �→ u defined by

û(ξ, y) =
∫ ω

0
K (ξ, y, z) f̂ (ξ, z)dz

is continuous in L p(B) for p such that 1 < p < ∞.

Now we have to check that each term of the right hand side of (3.5) and of
(3.6) satisfies the conditions (3.8) and (3.9) from the previous lemma. Indeed, we
can see that the kernels involved in the expression of vi have the form eρβ

ρ
or eρβ

ρd ,
where β is a function depending only on the variables y and z such that

β(y, z) = |y − z| or β(y, z) = ay + bz + c ≥ 0 ∀y, z ∈ [0, ω],
where a, b ∈ {−1, 1} and c ∈ {0, 2ω, 4ω}.

Explicit calculations lead to

d ≥ e−2ξω cosh2 ξω| sin ω(1 + r) sin ω(1 − r)| ≥ c,

where

c = | sin ω(1 + r) sin ω(1 − r)|
4

.
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Let us set

K1(ξ, y, z) = eρβ

ρ
, K2(ξ, y, z) = eρβ

ρd
.

It is easy to check that

|K1(ξ, y, z)| ≤ 1

r
, |ξ ||∂ξ K1(ξ, y, z)| ≤ β + 1

r
, |K2(ξ, y, z)| ≤ 1

rc
.

In addition, we have

|ξ ||∂ξ K2(ξ, y, z)| ≤ 1

c

{(
β + 1

r

)
+

∣∣∣∣d ′

d

∣∣∣∣} .

It remains to estimate d ′
d . We compute it explicitly and obtain∣∣∣∣d ′

d

∣∣∣∣ =
∣∣∣∣ 2ω − iω

sin(2rω + 2iξω)

sin[(1 + r)ω + iξω] sin[(1 − r)ω − iξω]
∣∣∣∣

≤ 2ω

(
1 + 1

c

)
.

It follows that (3.8) and (3.9) hold for each kernel involved in (3.5) and (3.6) and
consequently the estimate (3.7) holds.

3.1.3. W 2,p bounds of the solution

Now we are able to state the a priori estimate (3.2).

Theorem 3.2. Under the hypothesis (3.4), there exists a constant cp > 0 such that
(3.2) holds for all u ∈ W 2,p(B)2 solution of (3.1).

Proof. Let ηα (α = 0, ω) be two cut-off functions such that

(a) ηα ∈ C∞(R) with a compact support,
(b) η0 = 1 (respectively ηω = 1) in a neighbourhood of F0 (respectively Fω) and

vanishes near Fω (respectively F0).
(c) η0 + ηω = 1.

Let us set wα = (wα1, wα2)
� = ηαu. Then the function wα is solution of the next

boundary value problem on R2
α,+ (with R2

0,+ = R2+ = (0, ∞) × R and R2
ω,+ =

(−∞, ω) × R):

Lwαi = gαi in R
2
α,+, (3.10)

wα1(x, α) cos α + wα2(x, α) sin α = 0 ∀x ∈ R, (3.11)

sin α∂ywα1(x, α) − cos α∂ywα2(x, α) = 0 ∀x ∈ R, (3.12)

where
gαi = ηα Lui + 2∂yηα∂yui + ∂2

yηαui , i = 1, 2.
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This problem can be looked as a system of partial differential equations as follows
(see [19])

2∑
i=1

Li j (x, ∂)wα j = gαi in R
2
α,+, ∀i = 1, 2, (3.13)

where Li j = δi j L .
It is clear that the system (3.13) is properly elliptic in R2 in the sense of

Douglis-Nirenberg. Moreover we easily check that the boundary conditions (3.11),
(3.12) cover the system (3.10) on R. Therefore applying Theorem 10.5 of [1] (see
also [19, Corollary 1.48]), we conclude the existence of a constant Cα > 0 such
that

2∑
i=1

‖wαi‖2,p,B ≤ Cα

{
2∑

i=1

‖gαi‖0,p,B +
2∑

i=1

‖wαi‖0,p,B

}
.

Adding this estimate for α = 0 with the one for α = ω and using an interpolation
inequality, there exists a constant C > 0 such that

2∑
i=1

‖ui‖2,p,B ≤ C
2∑

i=1

{‖ fi‖0,p,B + ‖ui‖0,p,B
}
,

which leads with (3.7) to the estimate (3.2).

3.2. Bounds in a polygon

Let us denote by P2,p(�) the weighted Sobolev space of all distributions u ∈
D′(�) satisfying

r |α|−2 Dαu ∈ L p(�)

for all |α| ≤ 2, where r(x, y) denotes the distance from the point (x, y) to the
vertices of �. P2,p(�) is a Banach space for the norm

‖u‖P2,p(�) =
(∑

|α≤2

‖r |α|−2 Dαu‖p
0,p,�

) 1
p

.

Theorem 3.3. Assume that

3 − 2

p
�= kπ

ω j
, ∀k ∈ Z and 1 − 2

p
�= kπ

ω j
, ∀k ∈ Z, j = 1, . . . , N . (3.14)

Then there exists a constant C p > 0 such that

‖E‖P2,p(�)2 ≤ C p
{‖J‖0,p,� + ‖E‖1,p,�

}
, (3.15)

for every solution E ∈ P2,p(�)2 of (2.3)-(2.5).
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Proof. Let us fix a partition of unity {η j }, j = 0, ..., N on � such that

N∑
j=0

η j = 1

and satisfying the following assumptions:

(a) the function η j belongs toD(R2) and fulfills the boundary conditions ∂nη j = 0
on �.

(b) the support of η0 does not contain any of the vertices of �.
(c) the support of η j ( j �= 0) contains S j and does not contain any other vertex;

in addition it does not intersect �k for k �= j and k �= j + 1.

By [1, Theorem 10.5] (see also [19, Theorem 1.49]), there exists a positive constant
C0 such that

‖η0 Ei‖2,p,� ≤ C0{‖�(η0 Ei )‖0,p,� + ‖η0 Ei‖0,p,�}. (3.16)

It remains to estimate η j E for j = 1, ..., N . For that purpose we fix j and use local
polar coordinates with origin at S j , and such that θ = 0 on � j+1 while θ = ω j on
� j . We denote by G the infinite sector defined by

G = {(r cos θ, r sin θ); r > 0, 0 < θ < ω j }.
With this notation, the function F = η̃ j E (the extension by zero of η j E outside the
support of η j ) satisfies (2.4) and (2.5), as well as

‖�Fi‖0,p,G ≤ K {‖Ji‖0,p,� + ‖Ei‖1,p,�}, i = 1, 2. (3.17)

In polar coordinates, the boundary condition (2.4) takes the form

E1 = 0 for θ = 0, E1 cos ω j + E2 sin ω j = 0 for θ = ω j

while (2.5) becomes

∂θ E2 = 0, for θ = 0, sin ω j∂θ E1 − cos ω j∂θ E2 = 0, for θ = ω j .

Let us set for i = 1, 2

Wi (t, θ) = e− 2t
q Fi (e

t , θ), (3.18)

Ki (t, θ) = e
2t
p (�Fi )(e

t , θ). (3.19)

Then W = (W1, W2)
� is solution of the following boundary value problem in the

strip B = R×]0, ω j [
∂2

t Wi + D2
θ Wi + 4

q ∂t Wi + 4
q2 Wi = Ki in B, i = 1, 2,

W1 = ∂θ W2 = 0 on θ = 0,

W1 cos ω j + W2 sin ω j = 0 on θ = ω j ,

sin ω j∂θ W1 − cos ω j∂θ W2 = 0 on θ = ω j .

(3.20)
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In other words, W is solution of problem (3.1) (studied in the previous section) with
r = 2

q and ω = ω j . Therefore, by Theorem 3.2, there exits a constant C p > 0 such
that

2∑
i=1

‖Wi‖2,p,B ≤ C p

2∑
i=1

‖Ki‖0,p,B .

Performing the inverse change of variables in (3.18) and (3.19) leads to

2∑
i=1

‖Fi‖P2,p(�) ≤ C p

2∑
i=1

‖�Fi‖0,p,�,

This last inequality together with (3.16) and (3.17) imply (3.15).

Now, we shall derive the consequences of the estimate (3.15). Let us set

Fp =
{

E ∈ P2,p(�)2 satisfying (2.4) and (2.5)
}

,

which is a Banach space for the norm of P2,p(�)2. We also introduce the operator

Bp : Fp −→ L p(�)2 : E �−→ �E.

Proposition 3.4. Assume that (3.14) holds, then the operator Bp has a finite-di-
mensional kernel and a closed range.

Proof. Consequence of Theorem 3.3 and of Peetre’s Lemma.

4. The Fredholm alternative

4.1. The kernel

Proposition 4.1. ker Bp = {0}.
Proof. E ∈ ker Bp means that E ∈ Fp and �E = 0. Applying Green’s formula, we
get ∫

�

(curl E)2dx +
∫

�

(div E)2dx = 0,

which implies that
curl E = 0, div E = 0 in �.

Therefore there exists φ ∈ H1
0 (�) such that E = grad φ. Since div E = 0 in �, we

conclude that φ is harmonic. Hence φ = 0 and then E = grad φ = 0.
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4.2. The range

In this subsection, we shall study the range of Bp. Since the operator is closed, we
shall instead investigate its annihilator Nq which is a subspace of Lq(�)2( 1

p+1
q =1).

Let us recall that

Nq = {F ∈ Lq(�)2 satisfying (4.1) below }.∫
�

�E · Fdxdy = 0 ∀E ∈ Fp. (4.1)

Lemma 4.2. Let F ∈ Nq, then F is solution of

�F = 0 in �, (4.2)

F × n = 0 on �, (4.3)

div F = 0 on �. (4.4)

Proof. (4.2) follows by applying (4.1) with E ∈ D(�)2, we get∫
�

�E · F dxdy = 0, ∀E ∈ D(�)2,

and consequently �Fi = 0, i = 1, 2, in the distributional sense.

Now for a fixed 1 ≤ j ≤ N , given ϕ j ∈ W̃ 2− 1
p ,p

(� j ) and ψ j ∈ W̃ 1− 1
p ,p

(� j ),
Lemma 5.2 below ensures the existence of E ∈ P2,p(�)2 such that (see Section 5
for the definitions and properties used in this proof)

E · n = ϕ j , E × n = 0, curl E = ψ j , div E = 0 on � j ,

E = 0, curl E = 0, div E = 0 on �k, ∀k �= j.

Consequently, E belongs to Fp and then
∫
�

�E·Fdxdy = 0, for F ∈ Nq . Applying
Corollary 5.4 to this function E and to F ∈ Nq , we obtain

〈curl E, F × n〉� j + 〈E · n, div F〉� j = 0,

i.e.,
〈ψ j , F × n〉� j + 〈ϕ j , div F〉� j = 0.

If we let ψ j vary in W̃ 1− 1
p ,p

(� j ) and ϕ j vary in W̃ 2− 1
p ,p

(� j ), we obtain (4.3) and
(4.4).

Let us set
Mq = {E ∈ Lq(�)2 satisfying (4.2) − (4.4)}.

Lemma 4.2 shows that Nq is a subspace of Mq , the next lemma ensures that these
two spaces coincide. In other words, Nq is completely characterized as the subspace
of Lq(�)2 of the solutions of the adjoint problem (4.2)-(4.4).
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Lemma 4.3. Nq = Mq.

Proof. Let F ∈ Mq and E ∈ Fp. Therefore F ∈ D(�, L p(�))2 and thus we can
apply Corollary 5.4 to get ∫

�

�E · Fdxdy = 0.

We shall now study the behavior of the elements of Mq . First of all, we show that
they are regular far from the vertices.

Lemma 4.4. Let F ∈ Mq, then F ∈ C∞(� \ V )2, where V is any neighborhood of
the vertices of �.

Proof. The smoothness of F inside � follows from the fact that Fi is a harmonic
function in � for each i = 1, 2. It remains to prove that F is also smooth near any
of the � j . For that purpose, we proceed as in [15, proof of Lemma 4.4.2.1]: We fix
j and perform a change of coordinates such that � j is on the axis {y = 0} and � is
above � j . Then we introduce a cut-off function ϕ ∈ C∞(�), whose support does
not intersect any of the sides �k with k �= j . In addition, ϕ does not depend on y
for small values of y. Let us set W = ϕ̃F. The function W belongs to Lq(R2+) and
is solution of 

−�Wi + Wi = fi in R2+,

W1 = 0 on {y = 0},
∂W2

∂y
= 0 on {y = 0},

where
fi = {ϕFi − 2∇ϕ∇Fi − (�ϕ)Fi }̃.

We remark that the boundary conditions in W1, W2 are decoupled. Therefore, each
of the functions W1 and W2 can be looked as a solution of a boundary value problem
which is similar to the one in Lemma 4.4.2.1 in [15]; so we deduce that Wi ∈
C∞(� \ V ), for i = 1, 2.

In order to specify the behavior of v ∈ Mq near the vertex S j , we define the
unbounded operator � j in Hj = L2( ]0, ω j [ )2 as follows

� jϕ = −ϕ′′,

where ϕ ∈ D(� j ), the domain of � j being given by

D(� j ) = {ϕ = (ϕ1, ϕ2)
� ∈ H2( ]0, ω j [ )2 satisfying (4.5) below}

ϕ1(0) = ϕ′
2(0) = 0,

cos ω jϕ1(ω j ) + sin ω jϕ2(ω j ) = 0,

sin ω jϕ
′
1(ω j ) − cos ω jϕ

′
2(ω j ) = 0.

(4.5)
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This is a nonnegative self-adjoint operator with a discrete spectrum. Let us denote
by ϕ j an eigenfunction and by λ2

j the corresponding eigenvalue. We thus have
ϕ j ∈ D(� j ) with

−ϕ′′
j,i = λ2

jϕ j,i , i = 1, 2.

By solving the last differential equation and taking into account the boundary con-
ditions (4.5), we get

ϕ j,m(θ) = (sin(λ j,mθ), − cos(λ j,mθ))�, λ j,m − 1 = mπ

ω j
, m ∈ Z,

or
ϕ̃ j,m(θ) = (sin(λ̃ j,mθ), cos(λ̃ j,mθ))�, λ̃ j,m + 1 = mπ

ω j
, m ∈ Z.

Remark 4.5. For covering all the linearly independent eigenfunctions of � j , it
suffices to consider only the functions ϕ j,m corresponding to λ j,m . Indeed we may

notice that λ̃ j,m = −λ j,−m and that ϕ̃ j,m = −ϕ j,−m . This means that

Sp(� j ) = {λ2 : λ − 1 ∈ E j },
where

E j =
{

mπ

ω j
, m ∈ Z

}
.

The following theorem gives near each corner S j , an expansion for the elements of
Mq in series of the eigenfunctions of � j .

Theorem 4.6. If v ∈ Mq, then for all j ∈ {1, ..., N }, and for every ρ > 0 fixed
sufficiently small,

v(r j e
iθ j ) =

∑
λ j,m> −2

q

α j,mr
λ j,m
j ϕ j,m(θ j )

+
∑

λ j,m< 2
q

α̃ j,mr
−λ j,m
j ϕ j,m(θ j ) in D j,ρ,

(4.6)

where (r j , θ j ) denotes the polar coordinates with origin at S j , D j,ρ = {r j eiθ j :
0 < r j < ρ, 0 < θ j < ω j }, α j,m and α̃ j,m are real numbers given by

α j,mr
λ j,m
j +α̃ j,mr

−λ j,m
j =

∫ ω j

0
{v1(r j e

iθ j ) sin(λ j,mθ j )−v2(r j e
iθ j ) cos(λ j,mθ j )}dθ j .

In addition, there exists a constant L > 0 depending only on v and ρ such that

|α j,m | ≤ Lρ
−λ j,m− 2

q (λ j,mq + 2)
1
q , (4.7)
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when λ j,m ≥ 2
q and

|α̃ j,m | ≤ Lρ
λ j,m− 2

q (−λ j,mq + 2)
1
q , (4.8)

when λ j,m ≤ −2
q .

Proof. Let us fix j ∈ {1, 2, ..., N } and for shortness drop the index j . Thanks to
Lemma 4.4, v is smooth for r > 0 and consequently the function

θ �−→ v(reiθ )

is differentiable in r with values in Hj = L2(]0, ω j [)2, for each r ∈]0, ρ], ρ > 0
chosen sufficiently small.

Writing (4.2)-(4.4) in polar coordinates, we notice that for each r ∈]0, ρ],
v(reiθ ) ∈ D(� j ) and that v is solution of

∂2v
∂r2

+ 1

r

∂v
∂r

− 1

r2
� j v = 0, 0 < r < ρ. (4.9)

Since the sequence (ϕ j,m) is a basis of Hj , v can be expanded in the series

v(reiθ ) =
∑
m∈Z

λ j,m−1= mπ
ω j

vm(r)ϕ j,m(θ),

where

vm(r) =
∫ ω j

0

{
v1(reiθ ) sin λ j,mθ − v2(reiθ ) cos λ j,mθ

}
dθ. (4.10)

However, equation (4.9) implies that

v′′
m(r) + 1

r
v′

m(r) − λ2
j,m

r2
vm(r) = 0, 0 < r < ρ.

Consequently, we have

vm(r) = α j,mrλ j,m + α̃ j,mr−λ j,m (4.11)

because λ j,m �= 0.
As v belongs to Lq(Dρ)2, it follows from identity (4.10) that

|vm(r)|q ≤ C

{∫ ω j

0
|v1(reiθ )|qdθ +

∫ ω j

0
|v2(reiθ )|qdθ

}
,
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for some C > 0 depending on ω j and p, and consequently∫ ρ

0
|vm(r)|qrdr ≤ C

{
‖v1‖q

0,q,Dρ
+ ‖v2‖q

0,q,Dρ

}
.

This last inequality implies that α j,m = 0 when λ j,m ≤ −2
q and α̃ j,m = 0 when

λ j,m ≥ 2/q. In addition, we have

|α j,m |q
∫ ρ

0
rλ j,mq+1dr = |α j,m |q ρλ j,mq+2

λ j,mq + 2
≤ C

{
‖v1‖q

0,q,Dρ
+ ‖v2‖q

0,q,Dρ

}
,

for λ j,m ≥ 2/q. This leads to (4.7). The same argument leads to (4.8).

Using Remark 4.5, (4.6) takes the equivalent form

Corollary 4.7. If v ∈ Mq, then for all j ∈ {1, ..., N }, and every ρ > 0 fixed
sufficiently small,

v(reiθ ) =
∑

λ j,m> −2
q

α j,mrλ j,m ϕ j,m(θ) +
∑

λ̃ j,m> −2
q

α̃ j,mr λ̃ j,m ϕ̃ j,m(θ) in D j,ρ, (4.12)

where α j,m, α̃ j,m are real numbers such that

|α j,m | ≤ Lρ
−λ j,m− 2

q (λ j,mq + 2)
1
q , (4.13)

when λ j,m ≥ 2
q and

|α̃ j,m | ≤ Lρ
−λ̃ j,m− 2

q (λ̃ j,mq + 2)
1
q , (4.14)

when λ̃ j,m ≥ 2
q , for some L > 0 depending only on v and ρ.

Here again, we denote by η j a cut-off function which is 1 in a neighbourhood
of S j , whose support does not intersect �k for k �= j and j + 1 and such that
∂nη j = 0 on �.

We shall try to give a basis of Mq and thus deduce its dimension. For that

purpose, we will correct the functions r
λ j,m
j ϕ j,m (respectively r

λ̃ j,m
j ϕ̃ j,m) in the ex-

pansion (4.12) to get a generating family of Mq .

Lemma 4.8. i) For each j and each λ j,m such that λ j,m − 1 = mπ
ω j

∈ E j , with

λ j,m ∈] − 2
q , 1), there exists a non zero element σ j,m ∈ Mq satisfying

σ j,m − η j u j,m ∈ X N (�),
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where
u j,m(r j e

iθ j ) = rλ j,m ϕ j,m(θ).

ii) If p > 2, for each j and each λ̃ j,m such that λ̃ j,m + 1 = mπ
ω j

∈ E j , with

λ j,m ∈] − 2
q , −1], there exists a non zero element σ̃ j,m ∈ Mq satisfying

σ̃ j,m − η j ũ j,m ∈ X N (�),

where
ũ j,m(r j e

iθ j ) = r λ̃ j,m ϕ̃ j,m(θ j ).

Proof. i) Since u j,m is harmonic and the cut-off function η j is constant near the
origin, it is easy to check that

�(η j u j,m) = f j,m ∈ C∞(�)2,

and that η j u j,m fulfills the boundary conditions (2.4) and (2.5).
Therefore by Proposition 2.1 there exists a unique solution v j,m ∈ X N (�) of

�v j,m = f j,m in �,

v j,m × n = 0 on �,

div v j,m = 0 on �.

The claim follows by setting

σ j,m = η j u j,m − v j,m .

Indeed we can say that σ j,m is different from zero, since we easily check that η j u j,m
belongs to X N (�) if and only if λ j,m > 0, while

div u j,m = rλ j,m−1ψ j (θ j ),

for some non zero smooth function ψ j . Therefore div(ηu j,m) belongs to H1(�)

if and only if λ j,m ≥ 1 (because for λ j,m = 1, u j,m is a polynomial of order 1).
Hence for λ j,m < 1, η j u j,m cannot be equal to v j,m , due to Lemma 2.2.

ii) The existence of a unique solution ṽ j,m ∈ X N (�) of
�ṽ j,m = �(η j ũ j,m) in �,

ṽ j,m × n = 0 on �,

div ṽ j,m = 0 on �,

follows as in the first item. Again the claim follows by setting

σ̃ j,m = η j ũ j,m − ṽ j,m .

Now as div ũ j,m = 0 and curl ũ j,m = 0, η j ũ j,m belongs to X N (�) if and only if
λ̃ j,m > −1, and div(ηũ j,m) always belongs to H1(�). Consequently for λ̃ j,m ≤
−1, η j ũ j,m cannot be equal to ṽ j,m .
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Theorem 4.9. The dimension of Mq is equal to

dim Mq =
∑

1≤ j≤N

card

{
m ∈ Z; − 2

q
< λ j,m < 1 and λ j,m − 1= mπ

ω j
∈ E j

}

+
∑

1≤ j≤N

card

{
m ∈ Z; − 2

q
< λ̃ j,m ≤ −1 and λ̃ j,m + 1= mπ

ω j
∈ E j

}
,

with the convention that the second set is empty if p ≤ 2.

Proof. Let v ∈ Mq and consider a fixed corner S j . Corollary 4.7 shows that v
admits the next expansion in a neighborhood of S j :

v =
∑

λ j,m−1∈E j
λ j,m≥1

α j,mrλ j,m ϕ j,m(θ) +
∑

λ̃ j,m+1∈E j
λ̃ j,m>−1

α̃ j,mr λ̃ j,m ϕ̃ j,m(θ)

+
∑

λ j,m−1∈E j
−2
q <λ j,m<1

α j,mu j,m +
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

α̃ j,m ũ j,m .

Therefore, we deduce by Lemma 4.8 that

v −
∑

λ j,m−1∈E j
λ j,m≥1

α j,mrλ j,m ϕ j,m(θ) −
∑

λ̃ j,m+1∈E j
λ̃ j,m>−1

α̃ j,mr λ̃ j,m ϕ̃ j,m(θ)

−
∑

λ j,m−1∈E j
−2
q <λ j,m<1

α j,mσ j,m −
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

α̃ j,m σ̃ j,m ∈ X N (D j,ρ).

(4.15)

We shall now show that each series in (4.15) belongs to X N (D j,ρ1) where ρ1 < ρ.
Indeed, let us denote the series in λ j,m ≥ 1 (respectively λ̃ j,m > −1) by w−
(respectively w+).

We clearly have

| div w−| + | curl w−| ≤ C
∑

λ j,m≥1

|α j,m |rλ j,m−1
j ,

for some C > 0. It follows from inequality (4.13) that

| div w−| + | curl w−|≤C L
∑

λ j,m≥ 2
q

(λ j,mq + 2)
1
q

ρ1ρ
2
q

(
ρ1

ρ

)λ j,m

+C
∑

1≤λm< 2
q

|α j,m |rλ j,m−1
j ,
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and this last series is convergent since ρ1 < ρ. This allows to conclude that w−
belongs to X N (D j,ρ1). The same arguments apply to w+ using the estimate (4.14).
Consequently, we get

v −
∑

λ j,m−1∈E j
−2
q <λ j,m<1

α j,mσ j,m −
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

α̃ j,m σ̃ j,m ∈ X N (Dρ1).

This smoothness result is valid near each of the corners. By Lemma 4.4, we deduce
that

ϕ := v −
N∑

j=1


∑

λ j,m−1∈E j
−2
q <λ j,m<1

α j,mσ j,m +
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

α̃ j,m σ̃ j,m

 ∈ X N (�).

As ϕ belongs to Mq , it is a solution of problem (4.2)-(4.4) and since it also belongs
to X N (�), we conclude that ϕ = 0. In other words, we have

v =
N∑

j=1


∑

λ j,m−1∈E j
−2
q <λ j,m<1

α j,mσ j,m +
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

α̃ j,m σ̃ j,m

 .

It remains to show that the functions σ j,m with −2
q < λ j,m < 1 and σ̃ j,m with

−2
q < λ̃ j,m ≤ −1 are linearly independent. Let then assume that there exist α j,m

and α̃ j,m such that

N∑
j=1


∑

λ j,m−1∈E j
−2
q <λ j,m<1

α j,mσ j,m +
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

α̃ j,m σ̃ j,m

 = 0.

Then by the construction from Lemma 4.8 we deduce that the function

w :=
N∑

j=1


∑

λ j,m−1∈E j
−2
q <λ j,m<1

α j,mη j u j,m +
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

α̃ j,mη j ũ j,m


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belongs to X N (�) with div w ∈ H1
0 (�). As the supports of the cut-off functions η j

are supposed to be disjoint, for all j = 1, · · · , N , we obtain that

w j :=
∑

λ j,m−1∈E j
−2
q <λ j,m<1

α j,mη j u j,m +
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

α̃ j,mη j ũ j,m

belongs to X N (D j,ρ) with div w j ∈ H1
0 (D j,ρ). At this stage, as div(η j ũ j,m) is

regular, we obtain that ∑
λ j,m−1∈E j
−2
q <λ j,m<1

α j,m div u j,m ∈ H1(D j,ρ).

As div u j,m behaves like rλ j,m−1 which does not belong to H1(D j,ρ) for λ j,m < 1
and are linearly independent, we deduce that α j,m = 0, for all −2

q < λ j,m < 1.
Hence w j reduces to

w j =
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

α̃ j,mη j ũ j,m .

Using the property w j ∈ X N (D j,ρ) and the fact that ũ j,m behaves like r λ̃ j,m which
does not belong to L2(D j,ρ) for λ̃ j,m ≤ −1 and are linearly independent, we con-
clude that α̃ j,m = 0 for λ̃ j,m ≤ −1.

The last result shows that Mq is finite-dimensional, and as the kernel of Bp is
reduced to {0}, Bp is a Fredholm operator from Fp into L p(�)2 of index equal to
− dim Mq . Hence we are looking for dim Mq functions which are not in the range of
Bp. In accordance with [11, Section 3], for all j = 1, · · · , N and all λ j,m −1 ∈ E j

such that − 2
q < λ j,m < 1, we set

S j,m(r j e
iθ j ) = η j (r j )r

−λ j,m
j ϕ j,m(θ j ).

Similarly for p > 2, all j = 1, · · · , N and all λ̃ j,m + 1 ∈ E j such that − 2
q <

λ̃ j,m ≤ −1, we set

S̃ j,m(r j e
iθ j ) = η j (r j )r

−λ̃ j,m
j ϕ̃ j,m(θ j ).

Note that S j,m is, up to a factor, the gradient of a singular function of the Laplace
operator with Dirichlet boundary conditions (near S j ), while div S̃ j,m is, up to a
factor, such a singular function.
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We easily check the following

Lemma 4.10. i) For all j = 1, · · · , N and all λ j,m − 1 ∈ E j such that − 2
q <

λ j,m < 1, we have S j,m ∈ X N (�) \ P2,p(�)2,
�S j,m ∈ C∞(�)2,

S j,m × n = 0 on �,

div S j,m = 0 on �,

and div S j,m ∈ W 1,s
0 (�), for all s ≥ 2.

ii) For p > 2, all j = 1, · · · , N and all λ̃ j,m +1 ∈ E j such that − 2
q < λ̃ j,m ≤ −1,

we have S̃ j,m ∈ X N (�) \ P2,p(�)2,
�S̃ j,m ∈ C∞(�)2,

S̃ j,m × n = 0 on �,

div S̃ j,m = 0 on �,

and div S̃ j,m ∈ H1
0 (�).

Lemma 4.11. i) For all j = 1, · · · , N and all λ j,m − 1 ∈ E j such that − 2
q <

λ j,m < 1, �S j,m is not orthogonal to Nq.

ii) For p > 2, all j = 1, · · · , N and all λ̃ j,m +1 ∈ E j such that − 2
q < λ̃ j,m ≤ −1,

�S̃ j,m is not orthogonal to Nq.

Proof. i) We proceed by contradiction. If we assume that �S j,m is orthogonal to
Nq , then there exists w j,m ∈ P2,p(�)2 fulfilling (2.4) and (2.5) such that

�w j,m = �S j,m .

Therefore w j,m − S j,m is a solution of the homogeneous problem (2.3)-(2.5) and
belongs to X N (�). The uniqueness of the variational solution implies that S j,m

belongs to P2,p(�)2 which contradicts Lemma 4.10.
The second item is proved in the same way.

We are now ready to state the main result of our paper, namely the splitting of
the solution of the variational problem (2.6) into a regular part and a singular one.



SINGULARITIES OF MAXWELL’S SYSTEM IN NON-HILBERTIAN SOBOLEV SPACES 477

Theorem 4.12. Let p ≥ 4/3 and suppose that (3.14) holds. Then for each J ∈
L p(�)2, there exist unique real numbers c j,m, c̃ j,m and a unique E ∈ X N (�)

solution of the variational problem (2.6) such that

E −
N∑

j=1


∑

λ j,m−1∈E j
−2
q <λ j,m<1

c j,mS j,m −
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

c̃ j,m S̃ j,m

 ∈ P2,p(�)2.

Proof. The functions �S j,m and �S̃ j,m are linearly independent and their number
is exactly the codimension of the range of Bp. Hence L p(�)2 is spanned by these
functions and the range of Bp, i.e., any J ∈ L p(�)2 is uniquely written

J = �ER +
N∑

j=1


∑

λ j,m−1∈E j
−2
q <λ j,m<1

c j,m�S j,m −
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

c̃ j,m�S̃ j,m

 ,

for some ER ∈ Fp and real numbers c j,m and c̃ j,m . The conclusion follows with

E = ER +
N∑

j=1


∑

λ j,m−1∈E j
−2
q <λ j,m<1

c j,mS j,m −
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

c̃ j,m S̃ j,m

 .

We easily come back to the ordinary Sobolev spaces since P2,p(�) ⊂ W 2,p(�).
We actually keep the same decomposition because all singular functions in Theorem
4.12 do not belong to W 2,p(�)2. So the analogue of Theorem 4.12 with a regular
part in W 2,p(�)2 holds:

Theorem 4.13. Let p ≥ 4/3 and suppose that (3.14) holds. Then for each J ∈
L p(�)2, there exist unique real numbers c j,m, c̃ j,m and a unique E ∈ X N (�)

solution of the variational problem (2.6) such that

E −
N∑

j=1


∑

λ j,m−1∈E j
−2
q <λ j,m<1

c j,mS j,m −
∑

λ̃ j,m+1∈E j
−2
q <λ̃ j,m≤−1

c̃ j,m S̃ j,m

 ∈ W 2,p(�)2.

Remark 4.14. If p = 2, the previous results is in accordance with [11, Theorem
3.4] again due to Remark 4.5.
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Remark 4.15. For p ≤ 2, the above theorem implies that div E ∈ W 1,p(�) (thanks
to Lemma 4.10), which is in accordance with Lemma 2.2. On the contrary if p > 2,
the above theorem (and again Lemma 4.10) restitutes the decomposition of div E
into a regular part and a singular part from Remark 2.3. Hence Theorem 4.13 re-
spects the regularity of the divergence described in Section 2.

The previous theorem directly yields the next regularity results.

Theorem 4.16.

i) If ω j ≤ π
3 , for all j = 1, · · · , N, then for all p ∈ [4/3, 2], the unique solution

E ∈ X N (�) of the variational problem (2.6) with J ∈ L p(�)2 belongs to
W 2,p(�)2.

ii) If ω j ∈ (π
3 , 2π

3 ), for all j = 1, · · · , N, then for all p ∈ [4/3, 2
3−π/ω

], the

unique solution E ∈ X N (�) of the variational problem (2.6) with J ∈ L p(�)2

belongs to W 2,p(�)2.

iii) If ω j ≥ 2π
3 , for some j = 1, · · · , N, then the unique solution E ∈ X N (�) of

the variational problem (2.6) with J ∈ L p(�)2, for p > 4/3, does not belong
to W 2,p(�)2 in general.

Proof. The two first items are proved by showing that there are no λ j,m such that
−2
q < λ j,m < 1 and no λ̃ j,m such that −2

q < λ̃ j,m ≤ −1. On the contrary, in the

third case, there exists at least one λ j,m such that −2
q < λ j,m < 1.

5. Appendix

We here collect some trace results in the weighted Sobolev spaces P2,p(�)2 and
appropriate Green’s formula used before.

We first recall a standard Green formula.

Theorem 5.1. For E ∈ W 2,p(�)2 and F ∈ W 2,q(�)2 with 1
p + 1

q = 1, we have

∫
�

{�E · F − E · �F} dxdy =
N∑

j=1

∫
� j

{curl E · F × n − curl F · E × n} dσ

−
N∑

j=1

∫
� j

{div E · F · n − div F · E · n} dσ.

Proof. Direct consequence of the standard Green formula using the writing �E =
∇ div E − curl curl E.
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Now we recall [15,19] that for any s > 0, W̃ s,p(� j ) is the space of functions u such
that its extension by zero outside � j belongs to W s,p(R) (� j being identified with
an interval of R). The norm of u in W̃ s,p(� j ) is simply defined as the W s,p(R)-
norm of its extension.

Lemma 5.2. For every {( f j,1, f j,2, g j,1, g j,2)}1≤ j≤N ∈Yp :=�N
j=1W̃ 2− 1

p ,p
(� j )

2×
W̃ 1− 1

p ,p
(� j )

2, there exists F ∈ P2,p(�)2 such that

F · n = f j,1, F × n = f j,2, curl F = g j,1, div F = g j,2 on � j . (5.1)

Moreover, there exists a constant c such that

‖F‖P2,p(�)2 ≤ c‖{( f j,1, f j,2, g j,1, g j,2)}1≤ j≤N ‖Yp . (5.2)

Proof. For a fixed G = {( f j,1, f j,2, g j,1, g j,2)}1≤ j≤N ∈ Yp, we associate an ele-
ment G̃ = {( f̃ j,1, f̃ j,2, g̃ j,1, g̃ j,2)}1≤ j≤N in the same space defined by

f̃ j,1 = f j,1 · n1 − f j,2 · n2 on � j

f̃ j,2 = f j,1 · n2 + f j,2 · n1 on � j

g̃ j,1 = g j,2 · n1 − g j,1 · n2 + ∂ f̃ j,2

∂t
on � j

g̃ j,2 = g j,1 · n1 + g j,2 · n2 − ∂ f̃ j,1

∂t
on � j ,

where (n1, n2) is the unit outer normal vector along � j . Obviously, we have

‖ f̃ j,i‖
W̃

2− 1
p ,p

(� j )
≤

2∑
l=1

‖ f j,l‖
W̃

2− 1
p ,p

(� j )
, i = 1, 2, (5.3)

while

‖g̃ j,i‖
W̃

1− 1
p ,p

(� j )
≤

2∑
l=1

‖g j,l‖
W̃

1− 1
p ,p

(� j )

+ c
2∑

l=1

‖ f j,l‖
W̃

2− 1
p ,p

(� j )
, i = 1, 2,

(5.4)

since ‖ ∂ f̃ j,i
∂t ‖

W̃
1− 1

p ,p
(� j )

≤ c‖ f̃ j,i‖
W̃

2− 1
p ,p

(� j )
by [15, Theorem 1.4.4.6].

On the other hand, thanks to [19, Theorems 1.31 and 1.35], we know that the
mapping

u �−→
{(

γ j u, γ j
∂u

∂n j

)}
1≤ j≤N

maps continuously P2,p(�) onto Yp. Let us denote by R, its right continuous
inverse and by ‖R‖ the norm of R from Yp to P2,p(�).
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Applying this result to {( f̃ j,i , g̃ j,i )}1≤ j≤N , i = 1, 2, we deduce the existence
of two functions Fi = R{( f̃ j,i , g̃ j,i )}1≤ j≤N ∈ P2,p(�), i = 1, 2 such that

γ j Fi = f̃ j,i , γ j
∂ Fi

∂n j
= g̃ j,i on � j ,

and
‖Fi‖P2,p(�) ≤ ‖R‖‖G̃‖Yq . (5.5)

Now by construction of f̃ j,i and g̃ j,i , we easily check that F= (F1, F2)∈ P2,p(�)2

satisfies (5.1). Finally (5.5) with (5.3) and (5.4) leads to (5.2).

Before going on, we denote by D(�, L p(�)) = {u ∈ L p(�) : �u ∈ L p(�)},
the maximal domain of the Laplace operator in L p(�), which is a Banach space
with the natural norm (‖u‖p

0,p,� + ‖�u‖p
0,p,�)1/p [15, 19].

Theorem 5.3. The mapping

E �−→ {E · n, E × n, curl E, div E} (5.6)

which is defined for E ∈ W 2,p(�)2, has a unique continuous extension as an oper-

ator from D(�, L p(�))2 into �N
j=1(W̃ 1− 1

q ,q
(� j )

′)2 × (W̃ 2− 1
q ,q

(� j )
′)2.

Proof. For E ∈ W 2,p(�)2 and F ∈ P2,q(�)2 with 1
p + 1

q = 1, we have from
Theorem 5.1∫

�

{�E · F − E · �F} dxdy =
N∑

j=1

∫
� j

{curl E · F × n − curl F · E × n} dσ

−
N∑

j=1

∫
� j

{div E · F · n − div F · E · n} dσ.

It follows from Hölder’s inequality that

N∑
j=1

∫
� j

{curl E · F × n − curl F · E × n} dσ

−
N∑

j=1

∫
� j

{div E · F · n − div F · E · n} dσ ≤ C‖E‖D(�,L p(�))2‖F‖P2,q (�)2 .

(5.7)

Let us now fix E ∈ W 2,p(�)2 and define the continuous linear form l on Yq by

l({( f j,1, f j,2, g j,1, g j,2)}1≤ j≤N ) =
N∑

j=1

∫
� j

{
curl E · f j,2 − g j,1 · E × n

}
dσ

−
N∑

j=1

∫
� j

{
div E · f j,1 − g j,2 · E · n

}
dσ.

(5.8)
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In order to estimate the norm of l in Y ′
q , we take advantage of Lemma 5.2. Thus

for a fixed G = {( f j,1, f j,2, g j,1, g j,2)} ∈ Yq , there exists F ∈ P2,q(�)2 satisfying
(5.1) and (5.2). Going back to (5.8) and taking into account (5.7) we obtain

|l(G)| ≤ C‖E‖D(�,L p(�))2 ‖G‖Yq .

This means that the mapping (5.6) is continuous from W 2,p(�)2 equipped with
the norm of D(�, L p(�))2 into Y ′

q . Therefore, from the density of W 2,p(�) into
D(�, L p(�)) (see Lemma 1.36 of [19]), we deduce that this mapping can be ex-
tended in a unique way to D(�, L p(�))2.

Corollary 5.4. For all E ∈ D(�, L p(�))2 and F ∈ P2,q(�)2 with 1
p + 1

q = 1,
we have∫

�

{�E · F − E · �F} =
N∑

j=1

(〈curl E; F × n〉� j − 〈E × n; curl F〉� j )

−
N∑

j=1

(〈div E; F · n〉� j − 〈E · n; div F〉� j ),

where 〈·; ·〉� j is the duality pairing between (W̃ 1− 1
q ,q

(� j )
′)2 and W̃ 1− 1

q ,q
(� j )

2, or

between (W̃ 2− 1
q ,q

(� j )
′)2 and W̃ 2− 1

q ,q
(� j )

2.
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