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Taylorian points of an algebraic curve
and bivariate Hermite interpolation

LEN BOS AND JEAN-PAUL CALVI

Abstract. We introduce and study the notion of Taylorian points of algebraic
curves in C

2, which enables us to define intrinsic Taylor interpolation polyno-
mials on curves. These polynomials in turn lead to the construction of a well-
behaved Hermitian scheme on curves, of which we give several examples. We
show that such Hermitian schemes can be collected to obtain Hermitian bivariate
polynomial interpolation schemes.

Mathematics Subject Classification (2000): 41A05 (primary); 41A63, 46A32,
14Q05 (secondary).

1. Introduction

In classical univariate Lagrange interpolation theory, we know the values of a func-
tion at finitely many points and we construct the polynomial of smallest degree
which takes the same value at these points. But we may know more than the mere
values of the function, we may know its local behavior around the points, that is,
its Taylor polynomial at each of the points, each one to a certain order. When we
collect these pieces of (local) information and look for the polynomial of smallest
degree that matches the same local behavior we find exactly the classical Hermite
interpolation polynomial. When working with multivariate functions, apart from
the (fundamental) fact that we must now choose the location of the points more
carefully, we can follow the same processes. However, knowing the Taylor polyno-
mial, say of degree d, of a function of n complex variables f requires the knowledge
of all the partial derivatives of order ≤ d, or, equivalently, the total Fréchet deriva-
tives f ( j), j = 0, . . . , d, of f which is a symmetric j-linear form on (Cn) j . In
many cases, it seems more realistic to know f ( j) on a subspace of (Cn) j , for exam-
ple on the product of j copies of a hyperplane in Cn , which amounts to knowing
the local behavior of the restriction of the function to that hyperplane. Likewise, in
the bivariate Hermite interpolation theory that we introduce and study in this paper,
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the information which is at our disposal is not the local behavior of the whole func-
tion but rather the local behavior of its restrictions to (irreducible) algebraic curves.
There is no obvious definition of how such local behavior should be measured. We
use the local Taylor polynomials on curves that we defined in [4]. The construction
is recalled below. The point is that the computation of theses polynomials requires
the use of a parameterization of the curve in a neighborhood of the point we con-
sider and, in general, depends on the parameterization we choose. The first part
of this paper studies for what conditions (on the point) our local Taylor polyno-
mial are parameterization-free. This leads to our definition of Taylorian points on
curves. We show for example that all but finitely many points have such a property.
As often occurs in mathematics, what is required for the elegance of a theory turns
out to be useful for its applications. Thus, in a second part, our notion of Taylorian
points permits us to define well-behaved Hermitian schemes on curves – of which
we give various examples – which are collectable, in a sense to made precise, in
C2 to construct bivariate Hermitian interpolation schemes. Although the principle
is similar, the higher dimensional case (n > 2) requires a somewhat different and
more technical treatment that we shall present in another paper.

We work exclusively with functions of complex variables. However, with sim-
ple adaptations, everything remains true in the real variable case. The passage to
the real case is explained in detail in [4].

We use standard notation. The letter P is reserved to spaces of polynomials.
In particular, P(Cn) denotes the space of polynomials in n complex variables and
Pd(Cn) the subspace of polynomials of (total) degree at most d.

Let us conclude this introduction by pointing out a few other works in multi-
variate polynomial interpolation which has been a very active field of research in
the last decades. The survey paper of Gasca and Sauer [10] gives an account of the
many roads along which it evolved, including the ideal theoretic approach initiated
by Möller in [17] and subsequently developed as for instance in [16]. The works
of Lorenz [14, 15] is more particularly dedicated to Hermite interpolation. Recent
interesting results around Bojanov-Xu schemes include [1, 11, 12]. The remarkable
work of de Boor and Ron [7,8] deserves particular attention. We learn from them the
concept of least space which stands at the basis of our own work. Finally, we men-
tion another fruitful but radically different approach (the interpolation conditions
are no longer discrete) associated with the names of Kergin and Hakopian which
gives rise to various interesting mean-value interpolations see e.g. [2, 9] and [5] for
a recent contribution.

ACKNOWLEDGEMENTS. The research for this paper has been done, in part, when
Len Bos was visiting professor at the University Paul Sabatier of Toulouse in May
2007. Several results have been conjectured with the help of the computer algebra
systems MAPLE and MAXIMA.
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2. Taylor interpolation on an irreducible curve

2.1. Irreducible algebraic curves

We denote by V an irreducible algebraic curve in C2 and write V (q) when we want
to specify an irreducible polynomial q (which is unique up to scalar multiplication)
that defines V , that is, V = {q = 0}. The degree of V (q) is the degree of any
defining polynomial q. We denote by P(V ) the ring of polynomial functions on V
and by Pd(V ) the subspace of polynomial functions on V of degree at most d,

P
d(V ) = {p|V : p ∈ P

d(C2)}. (2.1)

An application of the simplest form of the Nullstellensatz (which only requires q to
be square free) shows that the kernel of the linear map

P
d(C2) � p → p|V ∈ P

d(V )

is given by Pd(C2) ∩ q · P(C2). It follows that if the degree of V is equal to r , the
dimension Nd(V ) of Pd(V ) is given by

Nd(V ) =
(

d + 2

2

)
−

(
d − r + 2

2

)
, (2.2)

with the convention that
(d−r+2

2

) = 0 when d < r . The function d → Nd(V ) is the
Hilbert function of the principal ideal generated by q.

In Table 1.1, we collect the values of Nd(V ) that we shall repeatedly use in the
sequel.

Table 1.1. The values of the Hilbert function d → Nd(V ) as a function of deg q.

deg q Nd(V )

1 d + 1
2 2d + 1
3 3d (d ≥ 1)
4 4d − 2 (d ≥ 2)
r rd + (3r − r2)/2 (d ≥ r − 2)

The complex analytic curve defined by the regular (smooth) points of V – the points
a in V for which Dq(a) �= 0 – is denoted by V 0. The irreducibility of q im-
plies that V 0 is connected. This property is essential in the construction of the
local Taylor interpolants (see below). A (local) parameterization of V (and of V 0)
at a ∈ V 0 is a 3-tuple L = (b, �, R) where b ∈ C, � is an open connected
neighborhood of b in C and R = (R1, R2) : � → C2 an analytic function such
that R(b) = a, R(�) ⊂ V 0 and R is an homeomorphism from � to R(�) (in
particular (R′

1(b), R′
2(b)) �= (0, 0)). The complex number b is called the base
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point of the parameterization L. Two parameterizations at a differ locally by a
complex diffeomorphism. Precisely, if (c, D, S) is another parameterization of V
at a then there exist an open neighborhood U of c in D and a diffeomorphism
h : U → h(U) ⊂ � such that S = R ◦ h on U . Most concrete local parameteriza-
tions are obtained via a use of the implicit function theorem. When V (q) is a graph,
that is, q(x, y) = y − s(x) with s ∈ P(C), then V 0 = V and, for every b ∈ C, the
parameterization (b, C, z → (z, s(z))) is called the trivial parameterization of V
at (b, s(b)).

2.2. Local differential operators

Let L = (b, �, R) be a parametrization of V at a ∈ V 0. We denote by P
d
L the

space of functions on � induced by the polynomials of degree at most d on V ,

P
d
L := P

d(C2) ◦ R = P
d(V ) ◦ R. (2.3)

A monomial (z − b)k is called a least b-monomial for P
d
L if there exists f ∈ P

d
L

such that, in a neighborhood of b, f (z) = (z − b)k + o((z − b)k), equivalently if
there exists p ∈ Pd(C2) such that,

(p ◦ R)(z) = (z − b)k + (terms of b-order ≥ k + 1). (2.4)

By the expression ‘terms of b-order ≥ k + 1’ – that we shall often abbreviate to

‘terms of higher b-order’ – we mean an analytic function of the form
∞∑

j=k+1
c j (x−b) j

in a neighborhood of b.
We define the set of integers pow(L, d) as

pow(L, d) = {k ∈ N : (z − b)k is a least b-monomial for P
d
L}. (2.5)

The subspace of P(C) spanned by the least b-monomials is called the least space
of P

d
L and is denoted by P

d
L↓,

P
d
L↓ = span{least b-monomials for P

d
L} (2.6)

= span{(z − b)k : k ∈ pow(L, d)}. (2.7)

By selecting p = 1 in (2.4)), we see that the least space always contains 1 =
(z − b)0, i.e. 0 ∈ pow(L, d). The definition also immediately implies

pow(L, d) ⊂ pow(L, d + 1), d ≥ 1. (2.8)

It is known [7] that least spaces have the same dimension as their original space.
Specifically,, see [4] for the third equality,

� pow(L, d) = dim P
d
L↓ = dim P

d
L = dim P

d(V ). (2.9)

In particular, the inclusion in (2.8) is always strict.
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A polynomial Q in P
d
L↓ induces a (local) differential operator QL(D) defined

on the space A(a) of analytic functions on a neighborhood of a in C2 by

QL(D)( f ) := Q(D)( f ◦ R) (2.10)

where the right hand term is∑
j

a j ( f ◦ R)( j)(b), if Q(z) =
∑

j

a j (z − b) j . (2.11)

In particular, taking Q(z) = (z − b)k , k ∈ pow(L, d), we obtain the operator Dk
L

defined by
Dk
L( f ) = ( f ◦ R)(k)(b). (2.12)

When k = 0, the corresponding operator is the Dirac functional f → f (a). Several
examples of such differential operators are given in [4]. Let us just briefly recall the
simplest case of a line. If V = {−βx + αy = 0}, using the parameterization
L = (t0, C, z → z · (α, β)) at a = (t0α, t0β), the differential operators Dk

L are the
usual directional derivatives in the direction of the spanning vector (α, β) of V ,

Dk
L( f ) = dk

dzk
f
(
z · (α, β)

)∣∣∣
z=t0

. (2.13)

It is natural to consider (2.12) as it clearly reflects the (local) behavior of f on
the curve V . However, it is important to note that the operators Dk

L( f ) are linear
combinations of partial derivatives of f at a and of order ≤ k. The computation
of these operators only requires knowing the first k derivatives of R which, in the
usual case, is a simple computational problem. We shall turn to this question later.

As follows from the definition (2.10), QL(D) is well defined on P(V ). Indeed,
two polynomials p1 and p2 which coincide on V only differ by a multiple of q
hence, since q ◦ R = 0, p1 ◦ R = p2 ◦ R. This is used in Theorem 2.1 below.

Details and more general results on these differential operators can be found
in [4].

2.3. Local Taylor interpolation

The following theorem is proved in [4]. The proof uses the principle of uniqueness
of analytic continuation and this is the reason why we need the connectedness of
V 0, that is, the irreducibility of V .

Theorem 2.1. Let L be a parameterization of the irreducible curve V at a ∈ V 0.
For every f ∈ A(a), there exists a unique polynomial p ∈ Pd(V ), d ≥ 1, such that

QL(D)( f ) = QL(D)(p), Q ∈ P
d
L↓. (2.14)

This polynomial p is called the L-Taylor polynomial of f and is denoted by Td
L( f ).
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In particular, the linear map Td
L : f ∈ A(a) → Td

L( f ) satisfies

Td
L(p) = p|V , p ∈ P

d(C2). (2.15)

To check whether a given polynomial p|V ∈ Pd(V ) is equal to Td
L( f ) it suffices to

verify that
Dk
L( f ) = Dk

L(p), k ∈ pow(L, d); (2.16)

this is because every QL(D) is a linear combination of the Dk
L’s.

Since Td
L( f ) depends only of the restriction of f to V , we may speak of Td

L(p)

for p ∈ P(V ). It is then clear that the content of Theorem 2.1 is purely algebraic. It
may be rephrased as follows.

Given complex numbers �k , k ∈ pow(L, d), there exists a unique P ∈ Pd(V )

such that Dk
L(P) = �k , k ∈ pow(L, d).

As is emphasized in the notation, the construction of the projector Td
L depends

on the particular parameterization L we use. We shall now see that, in many cases,
the projector is actually independent of the parameterization.

3. Parameterization-free interpolation

3.1. Changing parameterizations

Let L1 = (b1, �1, R1) and L2 = (b2, �2, R2) be two parameterizations of V 0 at a
and h be a local diffeomorphism such that R2 = R1 ◦ h on a neighborhood of b2.
If (z − b1)k ∈ P

d
L1↓ then there exists p ∈ Pd(C2) such that

(p ◦ R1)(z) = (z − b1)k + o((z − b1)k)

=⇒ (p ◦ R2)(z) = (h(z) − b1)k + o((h(z) − b1)k). (3.1)

Since h(z) − b1 = h(z) − h(b2) = λ(z − b2) + o((z − b2)) with λ := h′(b2) �= 0
it follows that

(p ◦ R2)(z) = λk(z − b2)k + o((z − b2)k). (3.2)

Hence the monomial (z − b2)k belongs to P
d
L2↓. Thus, different parameterizations

produce monomials of the same degree. In particular, we have proved the following:

Lemma 3.1. Two parameterizations L1 and L2 of V at a ∈ V 0 with the same base
point b have the same least spaces, P

d
L1↓ = P

d
L2↓, d ≥ 1.

In any case, the set pow(L, d) does not depend on L but only on a. From now
on, we shall denote it by pow(a, d).
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3.2. The kernel of Td
L

The crucial property of a ∈ V 0 will be of producing a set pow(a, d) which is gap
free. Since 0 ∈ pow(a, d) and, see (2.9), �pow(a, d) = Nd(V ), this means that

pow(a, d) = {0, 1, . . . , Nd(V ) − 1}, (3.3)

which is equivalent to

P
d
L↓ = span{(x − b)k : k = 0, . . . , Nd(V ) − 1} = P

Nd (V )−1(C). (3.4)

As will be apparent from the proofs below, the reason why this property is so im-
portant is that, when it holds, we may make use of the Leibniz formula and show
that, given a function g, the operator f → Dk

L( f g) is still an operator of the form
QL(D) with Q ∈ P

d
L↓.

Our first theorem relates this property to the nature of the kernel of Td
L.

Theorem 3.2. Let d ≥ 1. Let V = {q = 0} ⊂ C2 be an irreducible algebraic
curve, a = (a1, a2) a regular point of V , and L = (b, W, R) a local parameteriza-
tion of V at a.

(A) If pow(a, d) is gap-free then ker Td
L is an ideal (of A(a)).

(B) Conversely, if ker Td
L is an ideal then pow(d, a) is gap-free.

Thus, when ker Td
L, is an ideal for one parameterization then it is an ideal for every

parameterization.

Proof. (A) Let f ∈ ker Td
L and g ∈ A(a). We must prove that f g ∈ ker Td

L or,
equivalently, that the relations Dk( f ◦ R)(b) = 0 for 0 ≤ k ≤ Nd(V ) − 1 imply
Dk( f g ◦ R)(b) = 0 for the same k. This is an immediate consequence of the
ordinary Leibniz formula for

Dk
L( f g) = ( f g ◦ R)(k)(b) =

k∑
j=0

(
k

j

)
( f ◦ R)( j)(b) (g ◦ R)(k− j)(b) = 0. (3.5)

Indeed, since pow(a, d) is gap-free and Td
L( f ) = 0, all of the ( f ◦ R)( j)(b)’s in

(3.5) vanish.

(B) We show that if pow(a, d) is not gap-free then ker Td
L fails to be an ideal. We

define s to be the largest integer s such that s �∈ pow(a, d) but s + 1 ∈ pow(a, d).
We write R(z) = (R1(z), R2(z)). Recall that at least one of the two numbers
µ1 := R′

1(b) and µ2 := R′
1(b) is different from 0. We assume that µ1 �= 0. The

case µ2 �= 0 is similar. Consider the polynomial p0(x, y) = (x − a1)
s . Since,

R1(z) − a1 = µ1(z − b) + o
(
(z − b)

)
, we have

(p0 ◦ R)(z) = (R1(z) − a1)
s

= µs
1(z − b)s +

l∑
i=1

θ0
i (z − b)s+i + (terms of higher b-order)

(3.6)
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where s + i ∈ pow(a, d) for i = 1, . . . , l and s + l is the greatest element of
pow(a, d). Since (z − b)s+1 ∈ P

d
L↓ there exists q1(x, y) such that

(q1 ◦ R)(z) = θ0
1 (z − b)s+1 + (terms of higher b-order). (3.7)

Setting p1(x, y) = p0(x, y) − q1(x, y), we have

(p1 ◦ R)(z) = µs
1(z − b)s +

l∑
i=2

θ1
i (z − b)s+i + (terms of higher b-order). (3.8)

Continuing in this way, by eliminating successively the coefficients of (z − b)s+i ,
i = 2, 3, . . . , l, we construct a polynomial pl(x, y) (obviously an element of A(a))
such that

(pl ◦ R) = µs
1(z − b)s + (terms of b-order not smaller than s + l + 1) (3.9)

= µs
1(z − b)s + E(z) with E(z) = o((z − b)s+l). (3.10)

Now, we claim that pl ∈ ker Td
L. Indeed Td

L(pl) = 0 follows from the fact that for
every t ∈ pow(a, d) we have Dt

L(pl) = 0 and this since,

Dt
L(pl) = dt

dzt

(
z − b

)s∣∣∣
z=b

+ dt

dzt
E(z)

∣∣∣
z=b

with dt

dzt (z − b)s |z=b = 0 (because s �∈ pow(a, d) =⇒ s �= t), and dt

dzt E |z=b = 0

since dt

dzt (z − b)r |z=b = 0, when r > s + l (≥ t).
On the other hand, the polynomial P(x, y) = (x − a1)pl(x, y) satisfies

(P ◦ R)(z) = (R1(z) − a1)(µ
s
1(z − b)s +

(
terms of b-order ≥ s + l + 1)

)
= µs+1

1 (z − b)s+1 +
(

terms of b-order ≥ s + 2
)
.

Hence (P ◦ R)(s+1)(b) = (s + 1)!µs+1
1 �= 0 which implies that Ds+1

L (P) �= 0 and
hence Td

L(P) �= 0. We have therefore shown that P �∈ ker Td
L although it is the

product of (x − a1) by an element of ker Td
L which is therefore not an ideal.

Remark 3.3. It follows from the proof that the integer s cannot be smaller than
d + 1. Otherwise the polynomial pl would define a nonzero element of Pd(V ) and
Td
L(pl) = 0 would contradict the fact that Td

L is a polynomial projector on Pd(V ).
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3.3. Taylorian points

Let a be a regular point of the irreducible algebraic curve V and let d ≥ 1. When
every parameterization L of V at a gives the same projector Td

L, this projector is
simply denoted by Td

a . We then say that the (parameterization-free) Taylor projector
at a is well defined and that a is a d-Taylorian point (for V ). When Td

a is well
defined for every d ≥ 1, we say that a is ∞-Taylorian.

Note that, as in the case of Td
L, when Td

a is well defined, it is also well defined
on P(V ).

Theorem 3.4. Let V be an irreducible algebraic curve and a ∈ V 0. Then a is
d-Taylorian (d ≥ 1)) if and only if pow(a, d) is gap-free, that is pow(a, d) =
{0, 1, . . . , Nd(V ) − 1}.
Proof. We first prove that the condition is sufficient. Let L1 = (b1, �1, R1) and
L2 = (b2, �2, R2) be two parameterizations of V at a. We show that for every f ∈
A(a) we have Td

L1( f ) = Td
L2( f ). To simplify the notation, we write P1 = Td

L1( f ).

Let η be a complex diffeomorphism defined on a open neighborhood O2 in �2 such
that R2 = R1◦η on O2. Now, for k ∈ pow(a, d)\{0}, that is k = 1, . . . , Nd(V )−1,
we have

Dk
L2(P1) = (P1 ◦ R2)(k)(b2) (3.11)

= (P1 ◦ R1 ◦ η)(k)(b2) (3.12)

=
k∑

j=1

C j (P1 ◦ R1)( j)(b1), (3.13)

where the C j ’s depend only on the derivatives of η at b2. Equality (3.13) comes
from (3.12) by repeated applications of the chain rule (or, for those who know it,
from a direct use of the Faa di Bruno formula). Now, since P1 = Td

L1( f ), we have

(P1◦R1)( j)(b1) = D j
L1(P1)= D j

L1( f )

=( f ◦R1)( j)(b1), j =1, . . . , Nd(V )−1.
(3.14)

From (3.13) and (3.14) we deduce that, for k ∈ {1, . . . , Nd(V ) − 1},

Dk
L2(P1) =

k∑
j=1

C j ( f ◦ R1)( j)(b1) (3.15)

= ( f ◦ R2)(k)(b2) (3.16)

= Dk
L2( f ). (3.17)

As for k = 0,
D(0)

L2 (P1) = P1(a) = f (a) = D(0)

L2 ( f ).
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Therefore we must have P1 = Td
L2( f ), as was to be proved.

To prove that the condition is necessary, we show that if pow(a, d) is not gap-
free then we can find two parameterizations L1 and L2 and a function f ∈ A(a)

such that Td
L1( f ) �= Td

L2( f ).

Let L1 = (b1, �1, R1) be any parameterization of V at a. We use the same
construction (and notation) as in the proof of Theorem 3.2 (B). In particular, we use
the same integer s and the same polynomial pl satisfying (3.10) for which we have
Td
L1(pl) = 0. Now take

η(z) = b1 + α(z − b1) + β(z − b1)2 (3.18)

where α and β are both nonzero complex numbers and define a new parametriza-
tion L2 = (b1, �2, R2) where �2 is a sufficiently small disc centered at b1 (so that
η(�2) ⊂ �1) and R2 = R1 ◦ η. Since α �= 0, η is a local diffeomorphism and L2

is therefore well defined. From (3.10), we have

(pl ◦ R2)(z)=(pl ◦ R1)(η(z)) (3.19)

=µs
1(η(z) − b1)s + o

(
(η(z)−b1)s+l) (3.20)

=µs
1α

s(z−b1)s + (s−1)αs−1β(z−b1)s+1+ o
(
(z−b1)s+1). (3.21)

In the last equality, we used the fact that s + l + 1 > s + 1. Now the operator Ds+1
L2

is used in the definition of Td
L2 but, in view of (3.21),

Ds+1
L2 (pl) = (pl ◦ R2)(s+1)(b1) = (s + 1)! · (s − 1) · αs−1 · β. (3.22)

Hence, since s �= 1 (see remark 3.3) and both α and β are different from zero,
Ds+1
L2 (pl) �= 0. This makes it impossible that TL2(pl) = 0 and hence Td

L1(pl) �=
TL2(pl).

Remark 3.5. To say that Td
L does not depend on L does not mean, of course, that

the differential operators Dk
L or more generally the operators QL(D) do not depend

on L. It only means that their linear span depend only on a and d and not on L.

We omit the proof of the following corollary which is again a simple conse-
quence of the Leibniz formula.

Corollary 3.6. Let f, g ∈ A(a). If Td
a is well-defined then

Td
a( f g) = Td

a( f ) Td
a(g) mod ker Td

a . (3.23)

Equivalently,
Td

a( f g) = Td
a

(
Td

a( f ) Td
a(g)

)
. (3.24)

Here, on the right hand side of (3.24) we used the extension of Td
a to P(V ).

The following corollary will play a fundamental role in the construction of our
bivariate interpolants in Section 6.
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Corollary 3.7. Let f, g ∈ A(a). We assume that Td
a is well-defined. If f (a) �= 0

and Td
a( f g) = 0 then Td

a(g) = 0.

Proof. In view of (3.24), we have Td
a(Td

a( f ) Td
a(g)) = 0 with Td

a( f ) �= 0 (for
Td

a( f )(a) = f (a) �= 0). An application of [4, Lemma 5] yields Td
a(g) = 0. Let

us sketch a direct proof. Choosing any parameterization L = (b, �, R) of V at a,
to show that Td

a(g) = 0, it suffices to check that Dk
L(g) = 0 for k ∈ pow(a, d) =

{0, 1, . . . , Nd(V )− 1}. This is easily seen by induction on k. First, from Td
a( f g) =

0, we have ( f g)(a) = 0 and, since f (a) �= 0, we have 0 = g(a) = D0
L(g). Now,

we go from k to k + 1 by observing that, for some λ j ’s,

Dk+1
L ( f g) = f (a)Dk+1

L (g) +
k∑

j=0

λ j D j
L(g).

Hence we get Dk+1
L (g) = 0 from Dk+1

L ( f g) = 0, f (a) �= 0 and the induction
hypothesis.

The following example shows that the property is not true in general when a is
not d-Taylorian, that is, when Td

a is replaced by Td
L.

Example 3.8. Let V = {y = x3}. We use the trivial parameterization L of V
at 0 = (0, 0). Since P1

L = span{1, x, x3}, we have pow(0, 1) = {0, 1, 3} and
0 is not 1-Taylorian. Define f (x, y) = 1 − x and g(x, y) = y + x2. We have
f (0) = 1 �= 0 and T1

L( f g) = 0. Indeed to say that Dk
L( f g) = 0, k = 0, 1, 3,

means that the coefficients of xk , k = 0, 1, 3 in f (x, x3) · g(x, x3) vanish. This
is true since f (x, x3) · g(x, x3) = x2 − x4. On the other hand, it is not true that
T1
L(g) = 0 since g(x, x3) = x3 + x2.

4. The set of d-Taylorian points

We give a few properties and the main algebraic criterion to decide whether a given
point is d-Taylorian.

4.1. Changes of coordinates

Changes of coordinates systems have no effect on the property of being d-Taylorian.
Here is a precise statement of this basic but useful property.

Proposition 4.1. Let V = V (q) be an irreducible algebraic curve and let A be an
affine isomorphism of C2. A point a ∈ V 0(q) is d-Taylorian for V (q) if and only if
A(a) is d-Taylorian for V (q ◦ A−1).
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Proof. If L = (b, �, R) is a parameterization of V (q) at a then LA := (b, �, A ◦
R) is a parameterization of V (q ◦ A−1) at A(a). Since Pd(C2) is invariant under
A, we have P

d
L = P

d
LA . Hence the least spaces are identical and the conclusion

follows.

The property of being d-Taylorian really depends on d and not solely on a.
The following example shows that a point may be d-Taylorian without being d +1-
Taylorian. Another example will be given later showing that a point which is not
d-Taylorian may be d ′-Taylorian for some d ′ > d.

Example 4.2. Let V = {y = x2 + x6} and a = 0 = (0, 0). Then a is 1-Taylorian
but not 2-Taylorian.

Proof. We use the trivial parameterization (R(z) = (z, z2 + z6)). Since N1(V ) = 3
and P1

L = {1, z, z2 + z6}, we have P1
L↓ = span{1, z, z2} = P3−1(C) hence 0 is

1-Taylorian. On the other hand, since

P
2(V ) = span{1, x, y, x2, xy, y2},

we have

P
2
L = {1, z, z2 + z6, z2, z(z2 + z6), (z2 + z6)2}

=⇒ P
2
L↓ ⊃ span{1, z, z2, z3, z4, z6} (4.1)

where the monomial z6 is seen to be a least monomial on taking the combination
(z2 + z6) − z2. Since the dimensions of both sides are equal, the inclusion must
an equality. There is therefore a gap in pow(0, 2) (5 is missing) and 0 is not 2-
Taylorian.

4.2. Some examples

It is readily seen that if every point of a line in C2 is ∞-Taylorian. The same is true
for a curve of degree 2.

Proposition 4.3. Every point of an irreducible quadric in C2 is ∞-Taylorian.

Proof. This can be found in [4, Section 3.4.4].

As shown by the next result, there is a simple geometric characterization of
1-Taylorian points.

Proposition 4.4. A regular point of an irreducible algebraic curve of degree q ≥ 2
is 1-Taylorian if and only if it is not an inflection point. In particular, at most
3q (q − 2) points are not 1-Taylorian.
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Proof. Let a = (a1, a2), ∈ V 0. We assume without loss of generality that ∂2q(a) �=
0 and use the parameterization given by the implicit function theorem, R(z) =
(z, r(z)). We have

P
1
L = span{1, z, r(z)} = span{1, z − a1, r(z) − r(a1)}.

Since r(z) − r(a1) = r ′(a1)(z − a1) + 1
2r ′′(a1)(z − a1)

2 + · · · , we have

P
1
L↓ = span{1, z − a1, (z − a1)

n}

where n is the smallest integer > 1 such that r (n)(a1) �= 0. It follows that P1
L↓ =

P2(C) if and only if n = 2, that is r ′′(a1) �= which occurs if and only if a is not an
inflection point of V . The classical estimation on the number of inflection points
may be found in [13, Proposition 3.33, page 73].

4.3. The Wronskian criterion

We now give the basic computational criterion to decide whether, given V and
d ≥ 1, a point a ∈ V 0 is d-Taylorian for V .

Theorem 4.5. Let V be an irreducible algebraic curve. Let d ≥ 1 and (Bi : i =
0, · · · , Nd(V ) − 1) a basis of Pd(V ). Let a ∈ V 0 and let L = (b, �, R) be a
parameterization of V at a. Then a is d-Taylorian if and only if

det W (V, a) �= 0 (4.2)

where W (V, a) is the Nd(V ) × Nd(V ) matrix defined by

Wi j (V, a) = (Bi ◦ R)( j)(b), i, j = 0, . . . , Nd(V ) − 1. (4.3)

The matrix W (V, a) depends on V , d, a, R (and L)) and the basis of Pd(V ) we
choose. However, as follows from Theorem 3.4, the condition (4.2) is independent
of R. We may write W (V, a, d) if we need to emphasize the dependence on d.
Note that W (V, a, d) is a sub-matrix of W (V, a, d +1) provided that we work with
a basis of Pd+1(V ) which extends that of Pd(V ).

Proof. To say that a is d-Taylorian means that the following linear problem has a
solution

∀ j = 0, . . . , Nd(V ) − 1 ∃C [ j]
i , i = 0, . . . , Nd(V ) − 1, such that

Nd (V )−1∑
i=0

C [ j]
i (Bi ◦ R)(z) = (z − b) j + o

(
(z − b) j ). (4.4)
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If this problem has a solution so does

∀ j = 0, . . . , Nd(V ) − 1 ∃C [ j]
i , i = 0, . . . , Nd(V ) − 1, such that

Nd (V )−1∑
i=0

C [ j]
i (Bi ◦ R)(z) = (z − b) j + o

(
(z − b)Nd (V )−1

)
. (4.5)

Indeed having (all) the solutions of (4.4), we obtain (all) the solutions of (4.5) by
using the same elimination process as we did in the proof of Theorem 3.2 (B). Since
the converse is obviously true, both problems are equivalent. But the equation

Nd (V )−1∑
i=0

C [ j]
i (Bi ◦ R)(z) = (z − b) j + o

(
(z − b)Nd (V )−1

)
(4.6)

in turn is equivalent to

Nd (V )−1∑
i=0

C [ j]
i TNd (V )−1

b (Bi ◦ R) (z) = (z − b) j , (4.7)

where TNd (V )−1
b denotes the ordinary (univariate) Taylor projector at b and to

the order Nd(V ) − 1. Hence, (4.5) will be solvable if and only the polynomials
TNd (V )−1

b (Bi ◦ R), i = 0, . . . , Nd(V ) − 1, form a basis of PNd (V )−1(C). Now, it
suffices to observe that W (V, a) is the matrix of the coefficients of these polynomi-
als in the basis of PNd (V )−1(C) formed by the monomials (z − b) j/j !.
Remark 4.6. It is sometimes preferable to normalize W in another manner and
choose

Wi j (V, a) = coeff. of (z − b) j in the Taylor expansion of (Bi ◦ R). (4.8)

(This amounts to working with (z − b) j in the very last step of the previous proof.)

In view of Theorem 4.5, the problem of deciding whether a given point is d-
Taylorian requires only to know the first Nd(V ) − 1 derivatives of R at the base
point b. Using the expression (4.8), We actually have

Wi j (V, a) = Wi j (V, a) = coeff. of (z − b) j in (Bi ◦ TNd (V )−1
b (R)). (4.9)

In practice, say when ∂2q(a) �= 0, the first k values of the derivatives of R at a1 are
obtained by looking for coefficients αi , i = 1, . . . , k such that

q
(

a1 + z, a2 + α1z + . . . αk zk
)

= o(zk) (z → 0). (4.10)

The coefficients αi are solutions of a triangular system. Another approach would
be to use implicit differentiations of q, but this is probably a much less efficient
method.
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4.4. Examples

Example 4.7. If V is an irreducible curve of degree ≥ 3 with a symmetry axis
through a ∈ V 0 then a is not 2-Taylorian.

Proof. In view of Proposition 4.1, we may assume that a = (0, τ ) and the symmetry
axis is x = 0. Since deg q ≥ 3, we have N2(V ) = 5 and a (conveniently ordered)
basis of P2(V ) is (1, y, y2, x, xy, y2). By expressing x as a function of y, the
implicit function theorem gives a parameterization with base point 0 and, because
x = 0 is a symmetry axis, an even function R : z → (r(z), z) such that

T5
0r(z) = τ + αz2 + βz4, (4.11)

where α and β are certain complex numbers. The coefficients of the corresponding
matrix W (V, a) in the form (4.8) are given by the following table

1 y y2 x xy x2

1 1 0 0 τ 0 τ 2

z 0 1 0 0 τ 0
z2 0 0 1 α 0 2ατ

z3 0 0 0 0 α 0
z4 0 0 0 β 0 α2

z5 0 0 0 0 β 0

. (4.12)

It follows that

det W (V, a) =
∣∣∣∣∣∣
0 α 0
β 0 α2

0 β 0

∣∣∣∣∣∣ = 0

and a is not 2-Taylorian.

Example 4.8. Let V = {x3 − x2 = y2}. The point a = (1, 0) is 3-Taylorian
(although, according to the previous example, it is not 2-Taylorian).

Proof. We have N3(V ) = 9. A basis of P3(V ) is

(1, y, y2, y3, x, xy, xy2, x2, x2 y).

Let r denote the function expressing x as a function of y in a neighbourhood of the
origin. We readily find that the Taylor expansion of r at 0 to the order 9 − 1 = 8 is

T8
0(r)(z) = 1 + z2 − 2z4 + 7z6 − 30z8. (4.13)

A simplification similar to that of the previous example occurs so that, to compute
det W (V, a), it suffices to know the coefficients of x , xy, xy2, x2, x2 y on z4, z5, z6,
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z7, z8 (with y = z and x = T8
0(r)(z)). We find

det W (V, a) =

∣∣∣∣∣∣∣∣∣

−2 0 1 −3 0
0 −2 0 0 −3
7 0 −2 10 0
0 7 0 0 10

−30 0 7 −42 0

∣∣∣∣∣∣∣∣∣
= −5 �= 0

and a is 3-Taylorian.

Another method is available here because the curve has a simple useful poly-
nomial parameterization. We use this parameterization in a slightly more general
case. We define the following family of elliptic curves,

Vc := {y2 = cx2 − x3}, c ∈ C.

Theses curves are parameterized by the polynomial map Q(z) = (x(z), y(z)) with
x(z) = c − z2 and y(z) = z(c − z2)), see [6, Example 8 page 24 and 11 page 26].

Example 4.9. If c �= 0, there are exactly 5 points on Vc which are not 2-Taylorian
and 9 points which are not 3-Taylorian, two of them not being 2-Taylorian either. If
c = 0, all points but (0, 0) are 2-Taylorian and 3-Taylorian.

Proof. We use the parameterization L = (b, C, Q) of Vc at a = Q(b) with Q as
above. Using the expression (4.3), a calculation shows that

det W (Vc, a, 2) = K b(b2 + 3c)(3b2 + c) (4.14)

where K is a constant independent from c. Thus when c �= 0, the five points which
are not 2-Taylorian are (c, 0), (4c, ±4c

√−3c), (2c/3, ±(2c/3)
√−c/3) and when

c = 0, det W (Vc, a, 2) vanishes only for b = 0, that is a = (0, 0). As for the
3-Taylorian points, we have

det W (Vc, a, 3) = K ′ (3b2 + c)(3b6 + 27cb4 + 33c2b2 + c3) (4.15)

which have 3b2 + c as a common factor with det W (Vc, a, 2).

4.5. Most points are ∞-Taylorian

We show that the generic situation for a regular point on an irreducible algebraic
curve is to be ∞-Taylorian.

Theorem 4.10. Let V be an irreducible algebraic curve and d ≥ 1. All but finitely
many points of V are d-Taylorian.



BIVARIATE HERMITE INTERPOLATION 561

Proof. Let V = V (q). Let �2 be the set of (regular) points of V such that ∂q2(a) �=
0. For a = (a1, a2) ∈ �2, we use L = (a1, �, R : z → (z, r(z))), the parame-
terization given by the implicit function theorem, so that q(z, r(z)) = 0 on �. By
differentiating the relation r ′(z) = −(∂1q/∂2q)(z, r(z)), it is not difficult to see that
the derivatives of r at a1 are of the form

r (d)(a1) = Qd(a)

(∂2q(a))2d−1
(4.16)

where Qd is a polynomial whose coefficients depends only on q, i.e., are inde-
pendent of a ∈ �2. In fact, a straightforward calculation shows the following
recurrence relation:

Qd+1 = [∂2q]2 · [∂1 Qd ] − [∂2q] · [∂1q] · [∂2 Qd ]
+ (2d − 1) [∂1q] · [∂22q] · Qd − (2d − 1) [∂2q] · [∂12q] · Qq . (4.17)

Now, the entries of the matrix W (V, a) are rational functions of a whose denomi-
nators are powers of ∂2q(a), and hence the same can be said of det W (V, a). We let
�2 denote the numerator of det W (V, a) (choosing, say, as denominator, the small-
est possible power of ∂2q(a). Likewise, starting from �1 the set of (regular) points
such that ∂q1(a) �= 0, we construct a polynomial �1. A point a ∈ V 0 is not d-
Taylorian if it lies on V ∩ Z where Z = {�1�2 = 0}. Hence, by Bezout’s theorem,
either the set of points which are not d-Taylorian is finite or q (which is irreducible)
divides �1�2, in which case no point is d-Taylorian. It remains to show that the
second alternative cannot occur. Let a be any regular point and (b, �, R) be any
parameterization of V 0 at a. We observe that for α ∈ �, (α, �, R) is a parameter-
ization of V 0 at R(α). This means that the function α ∈ � → det W (V, R(α)),
which is the Wronskian of the functions Bi ◦ R (0 ≤ i ≤ Nd(V ) − 1) identically
vanishes on �. By a well-known property of the Wronskian, this implies that the
Bi (R(α))’s are linearly dependent on �, that is, for some λi ’s, not all equal to 0,∑Nd (V )

i=1 λi Bi (R(α)) = 0, α ∈ �. Since V 0 is connected, a use of the principle

of unique continuation of analytic functions (see [4]) shows that
∑Nd (V )

i=1 λi Bi = 0
on V and this contradicts the fact that the Bi ’s form a basis of Pd(V ).

4.6. Taylorian points on graphs of degree 3 and 4

We have already seen in the proofs of Examples 4.7 and 4.8 that the choice of a con-
venient basis of Pd(V ) may considerably simplify the computation of det W (a, d).
A careful examination of this idea in the case of graphs leads to the following re-
sults.

Theorem 4.11. Let V = {y = s(x)} with deg s = 3. The inflection point of V is
the unique point which is not ∞-Taylorian and it is d-Taylorian for no value of d.
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Theorem 4.12. Let V = {y = s(x)} with deg s = 4 and s monic. A point a =
(t, s(t)) ∈ V is d-Taylorian, d ≥ 2, if and only if

F(t) − 1

40 · 64
(d + 1)(d − 2)

(
s′′′(t)

)5 �= 0 (4.18)

with

F(t) = − 1

63
s′′(t)

(
s′′′(t)

)3 + 1

23

(
s′′)2

(t) s′′′(t). (4.19)

In view of Proposition 4.1, there is no loss of generality in supposing that s is monic.
Recall that the case d = 1 is treated in Proposition 4.4.

Corollary 4.13. On a graph V = {y = x4 + c3x3 + c2x2 + c1x + c0} of degree
4, for every d ≥ 2, there is a maximum of 5 points which are not d-Taylorian. The
point with abscissa x = −c3/4 is d-Taylorian for no value of d ≥ 2. Any other
point may fail to be d-Taylorian only for one value of d, d ≥ 2.

Proof. This follows from the fact that s′′′(t) can be factored out from the polyno-
mial (of degree 5) on the left hand side of (4.18) and when s′′′(t) �= 0, (4.18) cannot
hold for two distinct values of d.

The proof we give below, in principle, can be used for a polynomial s of any
degree (we shall make this obvious in the proof). But as soon as deg s ≥ 5, the
condition is complicated and seemingly difficult to use. It should be possible, how-
ever, to obtain a precise bound on the maximal number of points which are not
d-Taylorian on a graph of degree k, k ∈ N
.

Proofs of Theorems 4.11 and 4.12. First of all we observe that, again in view of
Proposition 4.1, to say that a = (t0, s(t0)) is d-Taylorian for {y = s(x)}, is equiva-
lent to saying that 0 = (0, 0) is d-Taylorian for {y + s(t0) = s(t0 + x)}, that is, for
{y = S(x)} where

S(x) =
deg s∑
j=1

s( j)(t0)

j ! x j .

Thus, to establish Theorems 4.11 and 4.12, we just need to prove the following two
statements.

(A) If S(x) = c1x + c2x2 + x3 (we may assume that S is monic) then 0 is d-
Taylorian for {y = S(x)} if and only if c2 �= 0.

(B) If S(x) = c1x +c2x2 +c3x3 +x4 then 0 is d-Taylorian, d ≥ 2, for {y = S(x)}
if and only if

F − 6

40
(d + 1)(d − 2)c5

3 with F = −2c2c3
3 + 3c2

2c3. (4.20)



BIVARIATE HERMITE INTERPOLATION 563

We begin by discussing the general case for which deg S = k, k ≥ 2 and d > k.
The standard basis of Pd(V ), V = {y = S(x)}, consists of the monomials x j yl

with l = 0, . . . , d, j = 0, . . . , k − 1 and i + j ≤ d. In the table below, we arrange
the elements of this basis in a sequence (Bi ) such that ni := deg(Bi (x, S(x))) is an
increasing function of i .

1 x x2 . . . . . . . . . xk−1 L1

y xy x2 y . . . . . . . . . xk−1 y L2
. . . . . . . . . . . . . . . . . . . . .

yd−k+1 xyd−k+1 x2 yd−k+1 . . . . . . . . . xk−1 yd−k+1 Ld−k

yd−k+2 xyd−k+2 x2 yd−k+2 . . . xk−2 yd−k+2 Ld−k+1

yd−k+3 xyd−k+3 x2 yd−k+3 . . . xk−3 yd−k+3 Ld−k+2

. . . . . . . . .
. . .

yd−2 xyd−2 x2 yd−2 Ld−1

yd−1 xyd−1 Ld

yd Ld+1

Thus, for example, we have B0(x, y) = 1, Bk−1(x, y) = xk−1, Bk+1(x, y) = y
and BNd (V )−1(x, y) = yd . Any missing entry in a line of the above table repre-
sents a gap in the sequence ni . The first gap occurs at the line Ld−k+1, between
xk−2 yd−k+2 and yd−k+3 for which we go from degree n = k(d − k + 2) + (k − 2)

to degree k(d − k + 3) = n + 2.
Using this basis (and the trivial parameterization of V = {y = S(x)} at 0)

together with the definition (4.8) we obtain a matrix W (0, d) of the form

W (0, d) =
(

U M
0 A

)
,

where U is a upper triangular matrix of dimension τ = (k − 2) + k(d − k + 2) + 1
withs ones on the diagonal — its entries are the coefficients of the Bi (x, S(x)),
i = 0, . . . , (k − 2) + k(d − k + 2) in the basis 1, x, . . . , xτ — and A is a square
matrix of dimension

Nd(V ) − τ = (k − 2) (k − 1)

2
. (4.21)

Since
det W (0, d) = det A,

the problem of computing det W (0, d) has been reduced to that of computing the
determinant of a matrix whose dimension no longer depends on d.

We now turn to the particular cases for which k = 3 and k = 4.

(C) When k = 3, Nd(V ) = 3d and, in view of (4.21), A is of dimension 1 and is
given by

A = C(x3d−1, Sd(x)), (4.22)
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that is, A is the coefficient of x3d−1 in Sd(x).
(D) When k = 4, Nd(V ) = 4d − 2, A is of dimension 3 and is given by




yd−1 xyd−1 yd

x4d−5 C(x4d−5, yd−1) C(x4d−5, xyd−1) C(x4d−5, yd)

x4d−4 C(x4d−4, yd−1) C(x4d−4, xyd−1) C(x4d−4, yd)

x4d−3 Cx4d−3, yd−1) C(x4d−3, xyd−1) C(x4d−3, yd)


, (4.23)

where C(xi , x j yl) denotes the coefficient of xi in x j Sl(x).

The computation of the entries of the matrices is a problem of elementary combi-
natorics.

To compute (4.22), observe that

C
(
x3d−1, (x3 + c2x2 + c1x)d) = C

(
x2d−1, (x2 + c2x + c1)

d) = dc2 (4.24)

from which follows the assertion (A). The computation of the coefficients of A in
(4.23) is somewhat more cumbersome but five of them are easily obtained. From

yd−1 = (x4 + c3x3 + c2x2 + c1x)d−1

= x4d−4 + (d − 1)c3x4d−5 + · · · ,
(4.25)

we have

C(x4d−3, yd−1) = 0, C(x4d−4, yd−1) = 1 and C(x4d−5, yd−1) = (d − 1)c3.

From the relation C(xi , xyd−1) = C(xi−1, yd−1), we further get

C(x4d−3, xyd−1) = 1 and C(x4d−4, xyd−1) = (d − 1)c3.

Next,

C(x4d−5, xyd−1) = C(x4d−6, yd−1) = C(x3d−5, (x3 + c3x2 + c2x + c1)
d−1).

To compute this number we must look for partitions � = (�3,�2,�1,�0) such
that

3d − 5 = �3 · 3 + �2 · 2 + �1 · 1 + �0 · 0 and

d − 1 = �3 + �2 + �1 + �0.

Every such partition induces the term(
d − 1

�3,�2,�1,�0

)
c�2

3 c�1
2 c�0

1 in C(x4d−5, xyd−1).
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The following table gives the two possible partitions and the corresponding terms

3d − 5 = d − 2 · 3 + 0 · 2 + 1 · 1 + 0 · 0 → (d − 1)c2,

= d − 3 · 3 + 2 · 2 + 0 · 1 + 0 · 0 →
(

d − 1

2

)
c2

3.
(4.26)

Thus we have proved

C(x4d−5, xyd−1) =
(

d − 1

2

)
c2

3 + (d − 1)c2. (4.27)

All the other coefficients are computed in a similar way. We give the corresponding
arrays without further details.

• C(x4d−3, yd) = C(x3d−3, (x3 + c3x2 + c2x + c1)
d). From

3d − 3 = d − 1 · 3 + 0 · 2 + 0 · 1 + 1 · 0 → dc1,

= d − 2 · 3 + 1 · 2 + 1 · 1 + 0 · 0 → 2

(
d

2

)
c2c3,

= d − 3 · 3 + 3 · 2 + 0 · 1 + 0 · 0 →
(

d

3

)
c3

3.

(4.28)

we deduce that

C(x4d−3, yd) = dc1 + 2

(
d

2

)
c2c3 +

(
d

3

)
c3

3.

• C(x4d−4, yd) = C(x3d−4, (x3 + c3x2 + c2x + c1)
d). From

3d − 4 = d − 2 · 3 + 1 · 2 + 0 · 1 + 1 · 0 → 2

(
d

2

)
c1c3,

= d − 2 · 3 + 0 · 2 + 2 · 1 + 0 · 0 →
(

d

2

)
c2

2,

= d − 3 · 3 + 2 · 2 + 1 · 1 + 0 · 0 → 3

(
d

3

)
c2

3c2.

(4.29)

we deduce that

C(x4d−4, yd) =
(

d

2

)
c2

2 + 2

(
d

2

)
c1c3 + 3

(
d

3

)
c2

3c2 +
(

d

4

)
c4

3.
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• C(x4d−5, yd) = C(x3d−5, (x3 + c3x2 + c2x + c1)
d). From

3d − 5 = d − 2 · 3 + 0 · 2 + 1 · 1 + 1 · 0 → 2

(
d

2

)
c1c2,

= d − 3 · 3 + 2 · 2 + 0 · 1 + 1 · 0 → 3

(
d

3

)
c1c2

3,

= d − 3 · 3 + 1 · 2 + 2 · 1 + 0 · 0 → 3

(
d

3

)
c2

2c3,

= d − 4 · 3 + 3 · 2 + 1 · 1 + 0 · 0 → 4

(
d

4

)
c2c3

3,

= d − 5 · 3 + 5 · 2 + 0 · 1 + 0 · 0 →
(

d

5

)
c5

3.

(4.30)

we deduce that

C(x4d−5, yd) = 2

(
d

2

)
c1c2 + 4

(
d

3

)
(c1c2

3 + c2
2c3) + 3

(
d

4

)
c2c3

3 +
(

d

5

)
c5

3.

Hence the matrix A is


(d − 1)c3

(
d − 1

2

)
c2

3 + (d − 1)c2

2

(
d

2

)
c1c2 + 4

(
d

3

)
(c1c2

3 + c2
2c3)

+3

(
d

4

)
c2c3

3 +
(

d

5

)
c5

3

1 (d − 1)c3

(
d

2

)
c2

2 + 2

(
d

2

)
c1c3 + 3

(
d

3

)
c2

3c2 +
(

d

4

)
c4

3

0 1 dc1 + 2

(
d

2

)
c2c3 +

(
d

3

)
c3

3




.

An easily automatized computation yields

det A = 1

6
d (d − 1) (2d − 1)

{
6

40
(d − 2) (d + 1) c5

3 + 2c2 c3
3 − 3c2

2c3

}
.

The assertion (B) follows. The proof we gave works for d ≥ k. An examination
of the remaining cases shows that the statements remains true for d = 1, 2 when
k = 3, and d = 2, 3 when d = 4.

Corollary 4.14 (to the proof). When V is graph of degree k then for every a ∈ V
and d > k,

pow(a, d) ⊃ {0, 1, 2, . . . , dk − k2 + 3k − 2},
that is, no gap occurs before dk − k2 + 3k − 2. Moreover, the property that a is a
d-Taylorian point depends only on the computation of a matrix whose dimension is
independent of d, namely of dimension

(k−1
2

)
.
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5. Hermitian schemes on curves

5.1. Definition

Let V be an irreducible algebraic curve in C2 and, for i = 1, . . . , k, let di ∈ N and
ai be a di -Taylorian point of V . We say that

S = {(ai , di ) : i = 1, . . . , k} (5.1)

is a Hermitian scheme for Pd(V ) — we shall also speak of a Hermitian scheme of
degree d (for V ) — if, for every function f suitably defined, there exists a unique
polynomial p ∈ Pd(V ) such that

Tdi
ai

(p) = Tdi
ai

( f ), i = 1, . . . , k. (5.2)

The unique polynomial p in (5.2) will be denoted as HS( f ). The integer di in
(5.1) is called the order of ai in S. Here, we may have di = 0. In that case, no
assumption is made on ai apart from being on V and T 0

ai
( f ) simply means f (ai ).

In fact, when every di equals 0, then HS( f ) is the ordinary Lagrange interpolation
polynomial of f on the curve V . On the other hand, when k = 1 then d1 must equal
d and HS( f ) = Td

a1
( f ). An immediate necessary condition for S to be a Hermitian

scheme of degree d is that

Nd1(V ) + Nd2(V ) + · · · + Ndk (V ) = Nd(V ). (5.3)

This arithmetic condition sets some limitations on the structure of an Hermitian
scheme.

Example 5.1. The following table gives the possible structure of a Hermitian
scheme of degree 1 and 2 on a curve of degree 4.

S = {(a1, d1), . . . , (ak, dk)}

d = 1
k = 1 (Taylor interpolation),

k = 3 (Lagrange interpolation)

d = 2

k = 1 (Taylor interpolation),

k = 2 (with {(a1, 1), (a2, 1)}),
k = 4 (with {(a1, 1), (a2, 0), (a3, 0), (a4, 0)}),
k = 6 (Lagrange interpolation).

If V is a line, any scheme satisfying the arithmetic condition (5.3) — in that case∑k
i=1(di + 1) = d + 1 — is a Hermitian scheme. More interesting examples are

given below.
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As usual to decide whether a given scheme H is Hermitian, we must show that
certain linear functionals are linearly independent, and, when this is the case, HS
is a linear map from A({ai , i = 1, . . . , k}) to Pd(V ) which extends to P(V ). The
extension is then a projector on Pd(V ).

A scheme S satisfying (5.3) is not Hermitian if and only if there exists a
nonzero p ∈ Pd(V ) satisfying Tdi

ai (p) = 0 for i = 0, . . . , k. Observe also that the
property of being a Hermitian scheme is invariant under coordinate changes, that
is, if A is a bijective affine mapping of C2 then S = {(ai , di ), : i = 1, . . . , k} is
Hermitian of degree d for V (q) if and only if A(S) = {(A(ai ), di ), : i = 1, . . . , k}
is Hermitian for Pd(V (q ◦ A−1)).

Lemma 5.2. Let S = {(ai , di ) : i = 1, . . . , k} be a Hermitian scheme of degree d
for V . Let f and g be analytic on a neighborhood of the points in S. If f (ai ) �= 0
for i = 1, . . . , k and HS( f g) = 0 then HS(g) = 0.

Proof. The assumption HS( f g) = 0 simply means Tdi
ai ( f g), i = 1, . . . , k. Since

f (ai ) �= 0, k applications of corollary 3.7 gives Tdi
ai (g) = 0 for every i , hence

HS(g) = 0.

5.2. The case of a quadric

Every scheme satisfying the arithmetic condition is Hermitian when V is a quadric.

Proposition 5.3. Let V be an irreducible curve of degree 2, every scheme S =
{(ai , di ) : i = 1, . . . , k} is Hermitian provided that

k + 2
k∑

i=1

di = 2d + 1. (5.4)

Recall that, in view of Proposition 4.3, every point of a quadric is ∞-Taylorian.

Proof. By performing a change of variables we may assume that V = {y = x2} or
V = {x2 + y2 = 1}. We only treat the second case and take S as in the theorem.
We consider the classical rational map

R = (R1, R2) : t ∈ C \ {±i} →
(

1 − t2

1 + t2
,

2t

1 + t2

)

which is obtained by considering the intersections of V with the lines through
(−1, 0). We have R(C \ {±i}) = V \ (−1, 0) and, if every ai is different from
(−1, 0), for some ti we have ai = R(ti ) and Li = (ti , C\{±i}, R) is a local param-
eterization of ai . In the case where some of the ai ’s equals (−1, 0), we merely use
a similar rational parameterization using line through a point P different from all
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the ai ’s. Now, we assume that S is not Hermitian, that is, there exists p ∈ Pd(C2),
with p|V �= 0, such that

Tdi
ai

(p) = 0, i = 1, . . . , k.

This means that

D j
Li

(p) = 0, j = 0, . . . , 2di , i = 1, . . . , k,

which is equivalent to

d j

dt j
p

(
1 − t2

1 + t2
,

2t

1 + t2

)∣∣∣∣∣
t=ti

= 0, j = 0, . . . , 2di , i = 0, . . . , k. (5.5)

Now, there is a polynomial q ∈ P2d(C) such that

p

(
1 − t2

1 + t2
,

2t

1 + t2

)
= q(t)

(1 + t2)d
.

We claim that (5.5) is equivalent to

d j

dt j
q(t)

∣∣∣
t=ti

= 0 j = 0, . . . , 2di , i = 1, . . . , k. (5.6)

Since deg q ≤ 2d, classical Hermite interpolation theory then implies that q = 0
contradicting the fact that p is nonzero on V . To see that conditions (5.5) and (5.6)
are identical, it suffices to observe that p(R(ti )) = 0 if and only if q(ti ) = 0, then,
since

d

dt

(
P

(
R(t)

))∣∣∣∣
t=ti

= (1 + t2)−d d

dt
q(t)

∣∣∣∣
t=ti

,

we have

d

dt

(
P

(
R(t)

))∣∣∣∣
t=ti

= 0 if and only if
d

dt

(
q(t)

)∣∣∣
t=ti

= 0,

and so on.

5.3. Graphs of degree 3

The above result is no longer true for curves of higher degree. But the property of
being Hermitian remains extremely simple in the case of a cubic graph.
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Proposition 5.4. Let V = {y = σ(x)} with σ(x) = x3+c2x2+c1x+c0, d ≥ 1 and
a scheme S in which we separate the points of order zero (di = 0) and of positive
order (di > 0),

S = {(a1, 0), . . . , (a j , 0), (a j+1, d j+1), . . . , (ak, dk)}, (5.7)

where ai = (αi , s(αi )) is a di -Taylorian point of V , i = 1, . . . , k, and

j + 3
d∑

i= j+1

d j = 3d. (5.8)

Then S is Hermitian for Pd(V ), d ≥ 1, if and only if

α1 + · · · + α j + 3(d j+1α j+1 + · · · + dkαk) + dc2 �= 0. (5.9)

We arranged the points of A in such a way that dl = 0 for 1 ≤ l ≤ j and dl > 0 for
j < l ≤ k. Note that (5.8) is the arithmetic condition (5.3). This condition implies
that the number of points of zero order must be a multiple of 3. The following is an
immediate rewriting of the previous proposition.

Proposition 5.5. We make the same assumptions as above and define PS ∈ P3d(C)

as

Ps(x) := (x − α0) · · · (x − α j )(x − α j+1)
3d j+1 · · · (x − αk)

3dk . (5.10)

Then S is Hermitian if and only if the polynomial PS − σ d is exactly of degree
3d − 1.

To see that Propositions 5.4 and 5.5 are equivalent, it suffices to observe that
the left hand side of (5.9) is the (negative of the) coefficient of x3d−1 in PS − σ d .

Proof. Recall that, given two polynomials P and Q, Q �= 0, we may uniquely
expand P in powers of Q, that is, if deg P = k deg Q + r with 0 ≤ r < deg Q,
there exist unique polynomials Pi ’s with deg p(i) < deg Q such that

P = P0 Qk + P1 Qk−1 + · · · + Pk Q + Pk+1. (5.11)

The polynomials Pi are obtained by using repeated Euclidean division by Q. We
use the expansion (5.11) with P = PS and Q = σ . Since deg PS = deg σ d and
both polynomials are monic, we have PS,0 = 1 and the expansion is of the form

PS =σ d + PS,1 σ d−1 +· · ·+ PS,dσ + PS,d+1, deg PS,i ≤2, 1≤ i ≤d +1. (5.12)

Define q ∈ P(C2) by

q(x, y) = yd + PS,1(x) yd−1 + · · · + PS,d(x) y + PS,d+1(x). (5.13)
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The crucial observation is that this polynomial q belongs to Pd(C2) if and only if
the coefficient of x2 on PS,1 equals 0, that is, if the coefficient of x3d−1 in PS − σ d

equals 0. Now, supposing that this is true and using the trivial parameterization Li
at αi , we have

D j
Li

q = d j

dx j
q
(
x, σ (x)

)∣∣∣
x=αi

= d j

dx j
PS(x)

∣∣∣
t=αi

= 0, 0 ≤ j ≤ Ndi (V ), i = 1, . . . , k.

(5.14)

The last inequality follows from the definition of PS .
We have therefore find a nonzero polynomial q|V such that Tdi

ai (q) = 0 for
i = 1, . . . , k and this shows that S is not Hermitian.

Conversely, if S is not Hermitian, we may find a nonzero polynomial q ∈
Pd(V ) such that D j

Li
q for 0 ≤ j ≤ Ndi (V ) and i = 0, . . . , k. Using the standard

basis of Pd(V ) we may write this polynomial q as

q(x, y) = c0
d yd + (c1

d−1x + c0
d−1)yd−1 +

d−2∑
i=0

(c2
i x2 + c1

i x + c0
i ) yi . (5.15)

That the D j
Li

q’s equal 0 means that the univariate polynomial q(x, σ (x)) van-
ishes at every αi and to the order 3di for i > j . Hence PS divides p and, since
deg q(x, σ (x)) ≤ 3d, we must have q(x, σ (x)) = K PS(x) where K �= 0 since
q|V �= 0. We may assume that K = 1. It follows that

PS(x) = c0
dσ d(x) + (c1

d−1x + c0
d−1)σ

d−1(x)

d∑
i=0

(c2
i x2 + c1

i x + c0
i ) σ i (x) (5.16)

and, because of the uniqueness of the expansion of PS in powers of σ , the compar-
ison of (5.12) and (5.16) shows that the coefficient of x2 in PS,1(x) which is the
coefficient of x3d−1 in PS − σ d equals 0.

As in the classical case, the property of being Hermitian is equivalent to the
non-vanishing of a Vandermonde-like determinant. We mention without proof the
value of this determinant in the case of pairwise distinct points. A general formula
may be obtained using continuity properties.

Proposition 5.6. Let V = {y = σ(x)} with σ(x) = x3 + c2x2 + c1x + c0 and let
ai = (αi , σ (αi )), i = 0, . . . , 3d −1 be 3d pairwise distinct points. If B = (Bi , i =
0, . . . , 3d −1) denotes the basis of Pd(V ) used in the proof of Theorem 4.11, that is

B = (1, x, x2, y, yx, yx2, . . . , yd−2, yd−2x, yd−2x2, yd−1, yd−1x, yd),

then

det(Bi (a j )) =
{

3d−1∑
j=0

αi + dc2

}
·

∏
0≤i< j≤3d−1

(b j − bi ).
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5.4. Graphs of degree 4

In principle, the method we used in the proof of Proposition 5.5 works for a graph
of every degree. The condition on S, in general, is much more complicated, but the
method should enable one to derive qualitative results on the structure of Hermitian
schemes on any graph. We hope to turn to this question in a future paper. Here,
we shall limit ourselves to give some elements regarding the case of a graph of
degree 4.

Proposition 5.7. Let V = {y = σ(x)} with σ(x) = x4 + c3x3 + c2x2 + c1x + c0,
d ≥ 2 and a scheme S = {(a1, d1), . . . , (ak, dk)} where ai = (αi , s(αi )) is a di -
Taylorian point of V , i = 1, . . . , k, and

�{i : di = 0} + 3 · �{i : di = 1} +
∑
di ≥2

(4di − 2) = 4d − 2. (5.17)

We associate to S the polynomial PS ∈ P4d−2(C) defined by

PS(x) :=
∏
di =0

(x − αi ) ·
∏
di =1

(x − αi )
3 ·

∏
di ≥2

(x − αi )
4di −2, (5.18)

and the polynomial QS ∈ P4d(C) defined by

QS(x) := PS · (x2 − �x − �), (5.19)

where

� = C(x4d−3 , PS) − C(x4d−1 σ d) (5.20)

� = −C(x4d−2 , σ d) + C(x4d−4 , PS) − �C(x4d−3 , PS), (5.21)

where as usual C(xl , P) denotes the coefficient of xl in P. Then S is Hermitian
if and only if the third polynomial QS,2 in the expansion of QS in powers of σ is
exactly of degree 3.

Of course, we have

−� = dc3 +
{∑

di =0

αi + 3
∑
di =1

αi +
∑
di ≥2

(4di − 2)αi

}
,

and it is not difficult to also express � as a function of the roots of PS and of the
coefficients of σ .

Proof (sketch). We have

QS = σ d + QS,1 σ d−1 + QS,2 σ d−2 + · · · + QS,d σ + QS,d+1, (5.22)
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where, a priori, deg QS, j ≤ 3. The definition of � and � gives deg(QS,1) = 1.
Thus if the assumption on QS,2 is not true, that is, deg QS,2 ≤ 2, we have

QS(x) = q
(
x, σ (x)

)
with q ∈ Pd(C2) (and q|V �= 0). We then show as in the proof of Proposition 5.5
that

D j
Li

q = 0, 0 ≤ j ≤ di , i = 0, . . . , k, (5.23)

and this proves that S is not Hermitian.

Conversely, if S is not Hermitian then there exists a nonzero q ∈ Pd(V ) of the
form

q(x, y) =
q∑

i=0

qi (x)yi , deg qi ≤ 3, deg qi + i ≤ d, (5.24)

such that (5.23) holds true. From the relations

d j

dx j
q
(
x, σ (x)

)∣∣∣
x=αi

= 0, 0 ≤ j ≤ di , i = 0, . . . , k, (5.25)

we deduce that PS(x) divides (the nonzero polynomial) q(x, σ (x)). Now, observe
that the constant q0 in (5.24) cannot be equal to 0 because otherwise the degree of
q
(
x, σ (x)

)
would be not greater than 4d − 3 which, together with (5.25) would

imply q(x, σ (x)) = 0 which is contrary to our assumption. We may therefore
assume that q0 = 1. In these conditions, the comparison of the degrees of PS(x)

and q(x, σ (x)) shows that, for some coefficients δ and γ ,

q(x, σ (x)) = PS(x) · (x2 − δx − γ ).

On the other hand, since deg q1(x) ≤ 1, we have deg q(x, σ (x)) − σ d(x) ≤ 4(d −
1)+1 = 4d −3. It follows that the coefficients of x4d−1 and x4d−2 in q(x, σ (x))−
σ d(x) must be equal to 0 which is easily seen to imply δ = � and γ = �. We thus
have q(x, σ (x)) = QS and it only remains to note that the condition ‘deg q2 ≤ 2’
is now equivalent to the condition ‘QS,2 is not of degree 3’.

Example 5.8. Let V = {y = x4}. We want to study on what conditions the scheme

S = {(a, 1), (b, 1)}, a = (α, α4), b = (β, β4), ∈ V (5.26)

is Hermitian (for P2(V )). The arithmetic condition is plainly satisfied (3 + 3 =
N2(V )) and, in view of Proposition 4.4, to be 1-Taylorian, a and b must simply be
taken distinct from 0. Using the notation of the above proposition, we have

QS(x) = (x − α)3(x − β)3(x2 − �x − �).

A calculation shows

� = 3β + 3α and � = 6β2 + 9αβ + 6α2.
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Next, since in that case d − 2 = 0, the condition that QS,2 is exactly of degree 3
means that the coefficient of x3 in the remainder of the division of QS(x)−σ 2(x) =
QS(x) − x8 by x4 is different from 0. This condition is easily shown to be

(β + α)(β4 + 8αβ3 + 10α2β2 + 8α3β + α4) �= 0.

Interestingly enough, since

(β4 + 8αβ3 + 10α2β2 + 8α3β + α4)

=
{(

2 − √
2 −

√
5 − 4

√
2
)
β + α

} {(
2 − √

2 +
√

5 − 4
√

2
)
β + α

}

×
{(√

2 + 2 −
√

4
√

2 + 5
)
β + α

} {(√
4
√

2 + 5 + √
2 + 2

)
β + α

}

the (abscissae of the) singular points for the scheme (5.26) are located on five lines
intersecting at the origin.

6. Application: bivariate Hermite interpolation

6.1. Collecting schemes

Let Vi = {qi = 0}, i = 1, . . . , m be a family of m pairwise distinct irreducible
curves in C2 and, for each i , let Si be a Hermitian scheme of degree si on Vi . We
say that the family of schemes {Si , i = 1, . . . , m} is collectable of degree d if for
every suitably defined function f , there exists a unique polynomial p ∈ Pd(C2)

satisfying
HSi (p) = HSi ( f ), i = 1, . . . , m. (6.1)

As usual, there is an immediate arithmetic condition in order that {Si , i =1, . . . , m}
be collectable. We must have

m∑
i=1

Nsi (Vi ) =
(

d + 2

2

)
. (6.2)

There must therefore be some connection between d, the degree si ’s of the schemes
Si ’s and the degree ri of the curve Vi . The following theorem gives a simple way of
correctly combining these numbers. It contains as particular cases, on one hand, the
configurations of points introduced in [3] (for which all the collected scheme are
lagrangian) and, on the other hand, a result established in [4, Theorem 4] for which
all the collected scheme are Taylorian).

Theorem 6.1. Let m ≥ 2 and, for i = 1, 2, . . . , m, let Vi = {qi = 0} where qi is
an irreducible polynomial of degree ri ≥ 1 in P(C2). Let d ∈ N be such that

r1 + r2 + · · · + rm−1 < d ≤ r1 + r2 + · · · + rm−1 + rm . (6.3)
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We define the integers si by the relation

{
s1 = d
si = d − r1 − r2 − · · · − ri−1 (i = 2, . . . , m)

. (6.4)

On the curves Vi , we take m Hermitian schemes as follows. For i = 1, . . . , m,

(A1) Si = {(ai
1, si

1), . . . , (a
i
ki

, si
ki

)} is a Hermitian scheme for Psi (Vi );
(A2) the points of Si do not lie on Vj for j < i .

In theses conditions, the following statements hold true.

(C1) If
r1 + r2 + · · · + rm−1 < d < r1 + r2 + · · · + rm−1 + rm, (6.5)

then {Si , i = 1, . . . , m} is collectable of degree d.
(C2) If

r1 + r2 + · · · + rm−1 < d = r1 + r2 + · · · + rm−1 + rm, (6.6)

then {Si , i = 1, . . . , m} ∪ {S0} is collectable of degree d where S0 = {(a, 0)}
and a is any point not lying on the union of the Vi , i = 1, . . . , m.

In (6.6) we may consider S0 = {(a, 0)} as a Hermitian scheme of degree 0 for any
curve V0 distinct from the other Vi ’s.

Example 6.2. We give a few examples of possible configurations. Observe that to
any additive partition of d corresponds a configuration of type (6.6).

Degree Curves Schemes on curves

2m − 1 Vi is a quadric (1 ≤ i ≤ m) Si is a Hermitian scheme of order
2(m − i) + 1 on Vi

3m − 1 Vi is a cubic (1 ≤ i ≤ m) Si is a Hermitian scheme of order
3(m − i) + 2 on Vi , for example,
Si = {(ai , 1), 1 ≤ i ≤ 3(m − i) − 1}

d = (d −
r) + r

V1 is a curve of degree d −
r and V2 a curve of degree
r + 1

S1 is a Hermitian scheme of degree d
on V1 and S2 is Hermitian scheme of
degree r on V2.

6.2. Proof of Theorem 6.1

The proof of Theorem 6.1 is an adaptation of that of [4, Theorem 4]. It is based on
a simple division argument.
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We first compute the number N of conditions corresponding to the family
{Si , i = 1, . . . , m}. Since HSi ( f − p) = 0 gives Nsi (Vi ) conditions, using
si − ri = si+1 for i ≤ m − 1, we have

N =
m∑

i=1

Nsi (Vi ) =
m∑

i=1

(
si + 2

2

)
−

(
si − ri + 2

2

)
(by (2.2)) (6.7)

=
(

m−1∑
i=1

(
si + 2

2

)
−

(
si+1 + 2

2

))
+

(
sm + 2

2

)
−

(
sm − rm

2

)
(6.8)

=
(

s1 + 2

2

)
−

(
sm − rm + 2

2

)
(6.9)

=




(
d + 2

2

)
− 0 =

(
d + 2

2

)
if (6.5) holds true(

d + 2

2

)
−

(
2

2

)
=

(
d + 2

2

)
− 1 if (6.6) holds true

(6.10)

Thus, in both cases, the number of conditions equals the dimension of Pd(C2). To
establish the theorem, it is therefore sufficient to show that if p ∈ Pd(C2) is such
HSi (p) = 0 for every i — and also, in the case (6.6), such that p(a) = 0 — then p
must be the zero polynomial.

Let p be such a polynomial. Since p is of degree at most s1(= d) and
HS1(p) = 0, we must have p|V1 = 0. Since q1 is irreducible this implies by the
Nullstellensatz that q1 divides p, thus, p = q1h1 with deg h1 = deg p − deg q1 ≤
s1 −r1 = s2 that is, h1 ∈ Ps2(C2). Now the second condition HS2(p) = 0 translates
into HS2(q1h1) = 0. Since no point of S2 lies on V1 — this is assumption (6.1) —
q1(a2

j ) �= 0, for j = 1, . . . , k2
i and, in view of Lemma 5.2, HS2(h1) = 0. Since

h1 ∈ Ps2(C2) and S2 is Hermitian for Ps2(V2), we must have h1|V2 = 0 hence,
again by the Nullstellensatz h1 = h2q2 with h2 ∈ Ps3(C2). The third condition
now translates into HS3(h2q1q2) = 0. Again, since q1q2 �= 0 vanishes on no point
of S3, Lemma 5.2 yields HS3(h2) = 0 and since deg h2 ≤ s3 and S3 is Hermitian
for Ps3(V3) we must have h2 = 0 on V3, hence h2 = h3q3 Continuing in this way
we arrive at p = q1q2 . . . qmhm with some polynomial hm . When (6.5) holds, com-
paring the degree of both sides, we deduce at once that hm must be zero which gives
in turn p = 0, whereas when (6.6) holds, hm must be a constant polynomial and the
use of the condition p(a) = 0 forces this constant to be zero (for no qi (a) vanishes)
which again permits us to conclude that p = 0 and this finishes the proof.
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