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Two solutions for a singular elliptic equation

by variational methods

MARCELO MONTENEGRO AND ELVES A. B. SILVA

Abstract. We find two nontrivial solutions of the equation −!u = (− 1
uβ +

λu p)χ{u>0} in % with Dirichlet boundary condition, where 0 < β < 1 and

0 < p < 1. In the first approach we consider a sequence of ε-problems with 1/uβ

replaced by uq/(u + ε)q+β with 0 < q < p < 1. When the parameter λ > 0 is
large enough, we find two critical points of the corresponding ε-functional which,
at the limit as ε → 0, give rise to two distinct nonnegative solutions of the original
problem. Another approach is based on perturbations of the domain %, we then
find a unique positive solution for λ large enough. We derive gradient estimates
to guarantee convergence of approximate solutions uε to a true solution u of the
problem.

Mathematics Subject Classification (2010): 34B16 (primary); 35J20, 35B65
(secondary).

1. Introduction

In this paper we prove that the problem




−!u =

(
− 1

uβ
+ λu p

)
χ{u>0} in %

u = 0 on ∂%

(1.1)

has two nonnegative solutions when the parameter λ > 0 is large. The expression

χ{u>0} denotes the characteristic function corresponding to the set {u > 0}. Here-
after, % ⊂ RN , N ≥ 1, is a bounded domain, 0 < β < 1 and 0 < p < 1. By a

solution we mean a function u ∈ H10 (%) satisfying (1.1) in the weak sense, that is,
∫

%
∇u∇ϕ =

∫

%∩{u>0}

(
− 1

uβ
+ λu p

)
ϕ

for every ϕ ∈ C1c (%).
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There are a few recent papers where a variational approach is pursued for treat-

ing an equation with a singular nonlinearity on the right hand side, namely

−!u = 1

uβ
+ λu p, (1.2)

see [5, 6, 18, 22, 23], see also [11] for nonvariational techniques used to seek posi-

tive solutions of equation (1.2). Problem (1.1) has been studied in [7,10,13,16,19]

with the aid of nonvariational techniques. Nonlinear singular boundary value prob-

lems arise in several physical models such as fluid mechanics, pseudoplastic flows,

chemical heterogeneous catalysts, non-Newtonian fluids and biological pattern for-

mation, for more details about these subjects, we quote the papers [4, 8, 9, 17, 20].

Equation (1.1) is also intimately related to free boundary problems, see [2, 24, 25].

We define the perturbation

gε(u) =






uq

(u + ε)q+β
for u ≥ 0

0 for u < 0,
(1.3)

where 0 < q < p < 1 and the corresponding perturbed problem

{
−!u + gε(u) = λu p in %

u = 0 on ∂%.
(1.4)

Since gε ≥ 0 and is continuous, then Gε(u) =
∫ u
0 gε(s)ds ≥ 0. We define the C1

functional Iε : H10 (%) → R corresponding to (1.4) by

Iε(u) = 1

2

∫

%
|∇u|2 +

∫

%
Gε(u) − λ

p + 1

∫

%
(u+)p+1.

Our aim is to show that Iε satisfy the assumptions of the Mountain Pass Theorem.

This allows us to find two distinct nontrivial solutions of problem (1.4). Letting

ε → 0 these two solutions do not tend to zero neither collapse at the same limit,

they tend to two distinct nontrivial solutions of (1.1). For that matter, the main

ingredient is a gradient estimate for solutions uε of (1.4) that allows us to conclude

that uε tend to a solution u of (1.1) as ε → 0, according to Sections 2, 3 and 4.

When taking the limit we need to be careful since the gradient estimate provided by

Lemma 3.1 is local. We state our first existence result.

Theorem 1.1. There is a λ0 > 0 such that problem (1.1) has two distinct nontrivial

nonnegative solutions for λ > λ0.

Instead of working with problem (1.4), we also develop an approach to study

problem (1.1) based on perturbations of the domain %, in Section 5. We then find
a positive solution for a large λ > 0. Moreover, this solution is bounded from
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below by cϕ
2/(1+β)
1 , that is, a constant c > 0 times the first positive eigenfunction

ϕ1 ∈ H10 (%) of −!. This allows us to apply Hardy-Rellich inequality to show
that the solution is in fact unique for a certain range of p. A reference about this

inequality is the paper [3], where they prove
∫

%

ϕ2

ϕ21
≤ )

∫

%
|∇ϕ|2 (1.5)

for every ϕ ∈ C∞
c (%), where ) > 0 is a constant (the best one) depending only

on %.
In the domain perturbation approach we work directly with the limit functional

I (u) = 1

2

∫

%k

|∇u|2 +
∫

%k

1

1− β
(u+)1−β − λ

p + 1

∫

%k

(u+)p+1

over a sequence of nested subdomains ∅ += %1 ⊂⊂ %2... ⊂⊂ % such that % =⋃∞
k=1%k . Our second existence result reads as follows.

Theorem 1.2. There is λ0 > 0 such that problem (1.1) has a positive solution for

λ > λ0. Moreover, there is 0 < p0 < 1 small, such that if 0 < p < p0, then the

solution is unique in the class of functions u > cϕ
2/(1+β)
1 for some c > 0.

We are unable to prove that the solutions of Theorem 1.1 are positive. We

conjecture that one of them is positive and the other one vanishes somewhere in

%. This would match the result of [21] in the radial setting. The existence of
multiple solutions of problem (1.1) is not surprising since in [21] it is established

the existence of a positive radial solution u of (1.1) on a ball BR(0) with u(R) =
u′(R) = 0. This free boundary solution could be used to produce infinitely many

solutions on a domain % with finitely many separated bumps supported on balls in

the interior of %. One of the achievements of our results in the present paper is
the variational characterization of the solutions. For results dealing with p > 1,

see [15] and references therein. When λ > 0 is small enough, it is easy to see that

there is no positive solution of (1.1), see [16].

In [13] the authors proved the existence of a maximal solution uλ of problem

(1.1), which is positive and has the lower bound uλ ≥ cϕ
2/(1+β)
1 with c > 0 for

λ > 0 large enough. Therefore the solution we found in Theorem 1.2 is precisely

the maximal one when λ is large. This result is also related to the one in [12],
where the author proved that for λ grater then a precise constant, than the maximal
solution uλ is a strict local minimizer of I in the convex subset of H

1
0 (%) of non-

negative functions in %. By results from [13] one sees that our solutions belong to

C
1,(1−β)/(1+β)
loc (%).

2. Two solutions of the perturbed problem

We proceed to show that the perturbed functional Iε has two nontrivial critical

points, a global minimum and a mountain pass, whenever λ > 0 is large and ε > 0
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is sufficiently small. We need to prove estimates for the associated critical levels

which are independent of the value of the parameter ε. Allowing us to show that
weak limits of the critical points of the perturbed functional, obtained by making

ε → 0, converge to nontrivial and distinct functions in H10 (%).
Denoting by ϕ1 > 0 the first normalized eigenfunction of the operator −! in

H10 (%), we may state our first preliminary result.

Lemma 2.1. There exist λ0 > 0 and a1, b1 > 0 such that, for every λ ≥ λ0 and
every ε > 0, we have

max
0≤s≤1

Iε(sϕ1) ≤ a1 < ∞ (2.1)

and

Iε(ϕ1) ≤ −b1 < 0. (2.2)

Proof. From (1.3), we obtain

gε(t) ≤ |t |−β for every t += 0. (2.3)

Therefore, since 0 < β < 1, we obtain |Gε(t)| ≤ |t |1−β/(1− β), for every t ∈ R.
Consequently, for 0 ≤ s ≤ 1,

Iε(sϕ1) ≤ s2

2
+ s1−β

(1− β)

∫

%
ϕ
1−β
1 − λs p+1

p + 1

∫

%
ϕ
p+1
1 ,

since ‖u‖H10 = 1. The estimates (2.1) and (2.2) follow immediately from the above

inequality.

Next lemma implies, in particular, that the functional Iε is coercive and

bounded from below. Combined with Lemma 2.1, it will be used to show that

this functional has two nontrivial critical points.

Lemma 2.2. Given λ > 0, there exist a2, b2 > 0 and 0 < ρ < 1 such that, for

every 0 < ε < 1,

Iε(u) ≥ a2 > 0 for every u ∈ ∂Bρ(0) such that ‖u‖H10 = ρ, (2.4)

Iε(u) → ∞ as ‖u‖H10 → ∞ (2.5)

and

Iε(u) ≥ −b2 > −∞ for every u ∈ H10 (%). (2.6)

Proof. Given 0 < ε < 1, from (1.3), we have that gε(t) ≥ tq/(t + 1)q+β for every

t ≥ 0. Since 0 < q < p, we may find δ = δ(λ) > 0 such that

gε(t) ≥ λt p for every 0 ≤ t ≤ δ. (2.7)
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Since p + 1 < 2, there exist C1 > 0 and 2 < σ < 2N/(N − 2) if N ≥ 3

(2 < σ < ∞ if N = 2) so that

t p+1 ≤ C1t
σ for every t ≥ δ. (2.8)

Recalling thatGε ≥ 0, we may use (2.7), (2.8) and the Sobolev Imbedding Theorem

to obtain C2 > 0 such that, for every 0 < ε < 1,

Iε(u) ≥ 1

2
‖u‖2

H10 (%)
− λC1

p + 1

∫

{u>0}
uσ

≥ ‖u‖2
H10 (%)

(
1

2
− C2‖u‖σ−2

H10 (%)

)
for every u ∈ H10 (%).

Hence, taking 0 < ρ < 1 sufficiently small, we obtain Iε(u) ≥ a2 := ρ2/4 for
every u such that ‖u‖H10 = ρ. The relation (2.4) is proved.

Next we use the fact that Gε ≥ 0 and the Sobolev Imbedding Theorem once

more to find C3 > 0 such that, for every ε > 0,

Iε(u) ≥ 1

2
‖u‖2

H10 (%)
− C3‖u‖p+1

H10 (%)
for every u ∈ H10 (%).

The above estimate and 0 < p < 1 imply that (2.5) and (2.6) are true.

Given a Banach space E , we recall that a functional - ∈ C1(E, R) satisfies
the Palais-Smale (PS) condition if every sequence (un) ⊂ E , satisfying-(un) → c

and ‖-′(un)‖ → 0 as n → ∞, has a convergent subsequence.

From now on in this Section we fix λ, where λ ≥ λ0 > 0 and λ0 is given by
Lemma 2.1. Next proposition provides the existence of two critical points for the

functional Iε.

Proposition 2.3. Suppose 0 < ε < 1. Then the functional Iε possesses a global

minimum u1ε and a mountain pass critical point u
2
ε satisfying

−∞ < −b2 ≤ c1ε := Iε(u
1
ε) ≤ −b1 < 0 (2.9)

and

0 < a2 ≤ c2ε := Iε(u
2
ε) ≤ a1 < ∞; (2.10)

where a1, b1 and a2, b2 are given by Lemmas 2.1 and 2.2, respectively, and do not
depend on 0 < ε < 1.

Proof. First we claim that the functional Iε satisfies the (PS) condition. Indeed,

given a sequence un in H
1
0 (%) satisfying Iε(un) → c and ‖I ′ε(un)‖ → 0, as n →

∞, by Lemma 2.2-(2.5), we assert that un is a bounded sequence. Observing that

the nonlinear term f (t) = λ(t+)p − gε(t) is continuous and has subcritical growth
at infinity, we use the Sobolev Imbedding Theorem (see [26]) to derive that un
possesses a convergent subsequence. The claim is proved.
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By the above claim, Lemma 2.1-(2.2) and Lemma 2.2-(2.6), we conclude that

the functional Iε has a global minimum u1ε satisfying (2.9). Defining

c2ε := inf
γ∈/

max
0≤t≤1

Iε(γ (t)), (2.11)

where

/ := {γ ∈ C([0, 1], H10 (%)); γ (0) = 0, γ (1) = ϕ1}. (2.12)

By Lemma 2.1, Lemma 2.2-(2.4) and the fact that Iε satisfies the (PS) condition,

we may invoke the Mountain Pass Theorem [1] to conclude that c2ε is a critical level

of the functional Iε and that the associated critical point u
2
ε satisfies (2.10).

Let u be a critical point of the functional Iε. Then, setting u
− := u+ − u, we

have

0 = I ′ε(u)u
− = −

∫

%
|∇u−|2 +

∫

%
gε(u)u

− − λ

∫

%
(u+)pu− = −‖u−‖2

H10 (%)
.

Thus u− ≡ 0, and one concludes that u ≥ 0. Consequently, u is a nonnegative weak

solution of the perturbed problem (1.4). We also note that by standard regularity

argument, the weak solutions of (1.4) are classical solutions. Next lemma provides

an a priori bound in H10 (%) and in L∞(%) for the solutions u of (1.4)

Lemma 2.4. There exists S > 0, independent of 0 < ε < 1, such that, for every

solution u of (1.4),

‖u‖H10 (%) ≤ S (2.13)

and

‖u‖L∞(%) ≤ S. (2.14)

Proof. Let u ∈ H10 (%) be a solution of (1.4). By the Sobolev Imbedding Theorem
and the fact that gε(t)t ≥ 0, we find C1 > 0 such that

‖u‖2
H10 (%)

≤
∫

%
|∇u|2 +

∫

%
gε(u)u = λ

∫

%
u p+1 ≤ C1‖u‖p+1

H10 (%)
.

The estimate (2.13) is a direct consequence of the above inequality. Now, applying

a version of Brezis-Kato argument for singular problems [5, 6] (see also [23] for a

related result) we obtain estimate (2.14).

Given a sequence εn in the interval (0, 1), we denote by u
1
n and u

2
n , respectively,

the two solutions u1εn and u
2
εn
of (1.4) provided by Proposition 2.3.

Proposition 2.5. Suppose εn ⊂ (0, 1) is a sequence such that εn → 0 as n → ∞.

Then u1n and u
2
n have subsequences which converge weakly in H

1
0 (%) to u1 and u2,

respectively. Moreover, u1 and u2 are nontrivial and distinct.
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Proof. From the estimate (2.13) provided by Lemma 2.4 we may find subsequences

(still denoted by uin , i = 1, 2) such that, for i = 1, 2,






uin ⇀ ui weakly in H10 (%);
uin → ui strongly in Lr (%);
uin → ui a.e in %;
|uin| ≤ hr a.e in % for some hr ∈ Lr (%),

(2.15)

where 1 ≤ r < 2N/(N − 2) if N ≥ 3 (1 ≤ r < ∞ if N = 2). Since uin is a critical

point of In := Iεn , we have that u
i
n ≥ 0 and

∫

%
|∇uin|2 +

∫

%
gεn (u

i
n)u

i
n = λ

∫

%
(uin)

p+1, i = 1, 2.

The above relations and Proposition 2.3, imply

In(u
1
n) =

∫

%

[
Gεn (u

1
n) − 1

2
gεn (u

1
n)u

1
n

]
+ λ(p − 1)

2(p + 1)

∫

%
(u1n)

p+1≤ −b1 < 0, (2.16)

and

In(u
2
n) =

∫

%

[
Gεn (u

2
n) − 1

2
gεn (u

2
n)u

2
n

]
+ λ(p − 1)

2(p + 1)

∫

%
(u2n)

p+1 ≥ a2 > 0. (2.17)

We claim that, for i = 1, 2,

∫

%
gεn (u

i
n)u

i
n →

∫

%
(ui )1−β, as n → ∞, (2.18)

and ∫

%
Gεn (u

i
n) → 1

1− β

∫

%
(ui )1−β, as n → ∞. (2.19)

Assuming the above claim and taking into account (2.15)–(2.17), we obtain

1+ β

2(1− β)

∫

%
(u1)1−β + λ(p − 1)

2(p + 1)

∫

%
(u1)p+1 ≤ −b1 < 0,

1+ β

2(1− β)

∫

%
(u1)1−β + λ(p − 1)

2(p + 1)

∫

%
(u1)p+1 ≥ a2 > 0.

The above inequalities imply that u1 and u2 are nontrivial and distinct. To accom-

plish, it suffices to verify (2.18) and (2.19).

Without loss of generality we assume i = 1. By (2.3) and (2.15), we have

|gεn (u
1
n)(u

1
n)| ≤ |u1n|1−β ≤ 1+ h1 ∈ L1(%) a.e. in %.
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The above inequality and (2.15) imply gεn (u
1
n)(u

1
n) → (u1)1−β a.e. in %. Thus,

relation (2.18) is a direct consequence of these facts and the Lebesgue Dominated

Convergence Theorem. Invoking (2.3) and (2.15) one more time, we get

|Gεn (u
1
n)| ≤ (u1n)

1−β

1− β
≤ 1+ h1

1− β
∈ L1(%), a.e. in %. (2.20)

We also assert that

Gεn (u
1
n) → (u1)1−β

1− β
a.e. in %. (2.21)

Indeed, by (2.15) we may assume that u1n → u1 a.e. as n → ∞. Moreover, setting

ξn(t) := gεn (t)χ{0<t<u1εn }, where χA is the characteristic function of the set A ⊂ R,
we have

Gεn (u
1
n) =

∫

R
ξn(t) dt for every n ∈ N.

Since u1n → u1 a.e in%, we obtain ξn(t) → t−βχ{0<t<u1} for every t ∈ R\ {0, u1}.
Notice that by (2.14), there exists C1 > 0 such that ξn(t) ≤ |t |−βχ{0<t<C1} ∈
L1(R) for every t ∈ R.

By virtue of (2.20) and (2.21), we may apply the Dominated Convergence

Theorem to derive (2.19). The claim is proved.

Our aim now is to get estimates for solutions of (1.4) and prove that in the limit

as ε → 0 the functions u1 and u2, given by Proposition 2.5, are indeed solutions

of (1.1).

3. Gradient estimates

In this section we shall obtain a local gradient estimate for solutions uε to the per-

turbed equation (1.4).

Let ψ be such that

ψ ∈ C2(%), ψ > 0 in %, ψ = 0 on ∂% and
|∇ψ |2

ψ
is bounded in %. (3.1)

Observe that an example is ψ = ϕ21 . Another remark is that a solution uε of (1.4)

is nontrivial, nonnegative and by elliptic regularity belongs to C3(%) ∩C1(%). We
need these informations in the estimates below. The approach is similar to the one

in [14]. Here we cannot use the maximum principle to ensure that uε is positive or

identically zero, since uq−1/(u + ε)q+β is singular when u is close to 0.

Lemma 3.1. If uε is a solution of (1.4), then there is a constant M > 0 independent

of ε ∈ (0, 1) such that

ψ(x)|∇uε(x)|2 ≤ M(uε(x)
1−β + uε(x)) for every x ∈ %, (3.2)
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where M depends only on %, N , β, ψ and S. Notice that from (2.14) we have

‖uε‖L∞(%) ≤ S.

Proof. The solutions of (1.4) are a priori bounded by (2.14), so the constant M does

not depend on ε. In the course of the prove we shall denote uε by simply u. Write

hε(u) = uq

(u + ε)q+β
− λu p. (3.3)

Define

Z(u) = u1−β + u + δ for a small δ > 0, (3.4)

and the functions

w = |∇u|2
Z(u)

, v = wψ. (3.5)

At the end of the proof we will let δ → 0. For that matter we need to derive

estimates with constants independent of δ. The strategy is to prove the estimate by
contradiction, so we assume that (3.2) fails, i.e. that

sup
%

v > M̃, (3.6)

where M̃ > 0 will be chosen later independently of ε.
Since v is continuous in %, therefore it attains its maximum at some point

x0 ∈ %. Hence, by (3.6)

v(x0) > M̃ . (3.7)

Then x0 ∈ %, because v = 0 on ∂%. Hence

∇v(x0) = 0 (3.8)

and

!v(x0) ≤ 0. (3.9)

We are going to compute !v and evaluate at x0. As we shall see this leads to the
absurd!v(x0) > 0 if one fixes M large enough. We proceed with the computations:

!v = ψ!w + w!ψ + 2∇w∇ψ. (3.10)

The derivatives of w are (where the convention of summation over repeated indices

is adopted)

∂iw = 2∂ j u ∂i j u Z(u) − |∇u|2Z ′(u)∂i u
Z(u)2

(3.11)
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and

!w = ∂i iw = 2(∂i j u)
2Z(u)+2∂ j u ∂ j (!u) Z(u)−|∇u|4Z ′′(u)−|∇u|2Z ′(u)!u

Z(u)2

− 2
Z ′(u)
Z(u)

∂i u∂iw.

Using equation (3.11) we obtain

!w = 2(∂i j u)
2Z(u) + 2|∇u|2Z(u)h′

ε(u) − |∇u|4Z ′′(u) − |∇u|2Z ′(u)hε(u)

Z(u)2

− 2
Z ′(u)
Z(u)

∂i u∂iw.

(3.12)

From now on all functions appearing in the expressions below are evaluated at the

point x0. Relation (3.8) provides

ψ∇w + w∇ψ = 0

and hence

∇w∇ψ = −w
|∇ψ |2

ψ
.

Replacing in (3.10),

!v = ψ!w + w

(
!ψ − 2

|∇ψ |2
ψ

)
. (3.13)

Inserting (3.12) into (3.13),

!v = ψ!w + w

(
!ψ − 2

|∇ψ |2
ψ

)

= ψ

[
2(∂i j u)

2Z(u) + 2|∇u|2h′
ε(u)Z(u) − |∇u|4Z ′′(u) − |∇u|2Z ′(u)hε(u)

Z(u)2

− 2
Z ′(u)
Z(u)

∂i u∂iw

]
+ w

(
!ψ−2 |∇ψ |2

ψ

)

which is equivalent to

!v= 1

Z(u)

[
2ψ(∂i j u)

2 + 2ψZ(u)h′
ε(u)w − ψZ(u)Z ′′(u)w2

− ψwhε(u)Z
′(u) − 2ψZ ′(u)∂i u∂iw

]
+w

(
!ψ−2 |∇ψ |2

ψ

)
.

(3.14)
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We are going to assume, without loss of generality, that ∇u(x0) is parallel to the
first coordinate axis. Then from (3.8) we have

∂1v(x0) = 0. (3.15)

By virtue of (3.11) we obtain the following expression

∂11u = 1

2
w

(
Z ′(u) − ∂1ψ

ψ∂1u
Z(u)

)

which combined with (3.14) yields

!v ≥ 1

Z(u)

[
1

2
ψw2

(
Z ′(u)2 + (∂1ψ)2

ψ2(∂1u)2
Z(u)2 − 2Z(u)Z ′(u)

∂ψ

ψ∂1u

)

+2ψZ(u)h′
ε(u)w − ψZ(u)Z ′′(u)w2− ψwhε(u)Z

′(u) −2ψZ ′(u)∂1u∂1w

]

+ w

(
!ψ − 2

|∇ψ |2
ψ

)
.

(3.16)

We estimate now some of the terms appearing in the above expression. From (3.15)

and (3.5) we obtain the relation

ψ∂1w = −w∂1ψ

and therefore

2ψZ ′(u)∂1u∂1w = −2Z ′(u)∂1uw∂1ψ

≤ 2Z ′(u)Z(u)1/2ψ1/2w3/2 sup
%

|∇ψ |
ψ1/2

. (3.17)

On the other hand

1

2
w2

(∂1ψ)2

ψ(∂1u)2
Z(u)2 = 1

2

(∂1ψ)2

ψ
Z(u)w

≥ −1
2

(
sup
%

|∇ψ |2
ψ

)
Z(u)w. (3.18)

We also have

−w2Z(u)Z ′(u)
∂1ψ

∂1u
≥ −

(
sup
%

|∇ψ |
ψ1/2

)
Z ′(u)Z(u)1/2ψ1/2w3/2. (3.19)
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The last term to estimate is

w

(
!ψ − 2

|∇ψ |2
ψ

)
≥ −w sup

%

(
!ψ − 2

|∇ψ |2
ψ

)
. (3.20)

Putting together (3.16) with (3.17)–(3.20) we obtain the following expression eval-

uated at point x0

!v ≥ 1

Z(u)

[
ψw2

(
1

2
Z ′(u)2 − Z(u)Z ′′(u)

)

+ w
(
2ψZ(u)h′

ε(u) − ψhε(u)Z
′(u) − K Z(u)

)

− K Z ′(u)Z(u)1/2ψ1/2w3/2
]
,

(3.21)

where K > 0 is a constant. More precisely, K = max
(
sup%

|∇ψ |
ψ1/2

, sup% !ψ −
2

|∇ψ |2
ψ

)
.

As we devised before, if v(x0) is large enough then the right hand side of
(3.21) must be positive, which would contradict (3.9). For this purpose we need to

establish the following estimates uniformly for all 0 < ε < 1 and 0 < δ < 1:

Z ′(u)Z(u)1/2 ≤ C(1
2
Z ′(u)2 − Z ′′(u)Z(u)), (3.22)

Z(u)|h′
ε(u)| ≤ C(1

2
Z ′(u)2 − Z ′′(u)Z(u)), (3.23)

Z ′(u)hε(u) ≤ C(1
2
Z ′(u)2 − Z ′′(u)Z(u)), (3.24)

Z(u) ≤ C(1
2
Z ′(u)2 − Z ′′(u)Z(u)), (3.25)

for all 0 ≤ u ≤ S, see (2.14). Notice that by (2.14), the constant C depends only

on β, S, λ, but not on ε. The constant C does not depend on 0 < δ < 1 as it can be

seen in the explicit computation of constants in the proof of (3.22)–(3.25).

Suppose for a moment that (3.22)-(3.25) have been proved. Then inequality

(3.21) implies that

!v ≥
1
2
Z ′(u)2 − Z ′′(u)Z(u)

Z(u)

(
ψw2 − C(w + ψ1/2w3/2)

)

=
1
2
Z ′(u)2 − Z ′′(u)Z(u)

Z(u)ψ

(
v2 − C(v + v3/2)

)
.

Thus if v(x0) = sup v > M̃ for some large enough M̃ independent of ε we obtain a
contradiction with (3.9).
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We now turn to the proof of (3.22)–(3.25). First note that for u > 0, expression

(3.4) furnishes

1

2
Z ′(u)2 − Z ′′(u)Z(u)

= 1

2
((1−β)u−β + 1)2+ β(1− β)u−1−β(u1−β + u) + δβ(1−β)u−β−1

≥ 1

2
(1−β)2(u−2β + 1) + δβ(1− β)u−β−1.

(3.26)

To verify (3.22) observe that since δ < 1,

Z ′(u)Z(u)1/2 ≤ C ′(u−β + 1)(u(1−β)/2 + u1/2 + δ1/2) (3.27)

≤ C ′(u−2β + 1) + C ′δ1/2(u−β + 1)

≤ C ′(u−2β + 1) + C ′(u−β + 1),

where C ′ > 0 is a constant independent of δ. Notice that by (3.26)

1

2
Z ′(u)2 − Z(u)′′Z(u) ≥ 1

2
(1− β)2(u−2β + 1) for u > 0, (3.28)

then (3.22) follows for u < 1, since u−2β ≥ u−β for u < 1. In the compact interval

1 ≤ u ≤ S, we use (3.27) and (3.28) to obtain a constant C independent of δ such
that (3.22) is true.

We proceed with (3.23). Returning to (3.3), observe that

h′
ε(u) = uq−1 (εq − βu)

(u + ε)q+β+1 − λpu p−1.

We distinguish two cases. Assume 0 < u ≤ αε, where 0 < α < q/2. We claim
that h′

ε(u) ≥ 0. Indeed, if h′
ε(u) < 0, which is equivalent to

εquq−1 < βuq + λpu p−1(u + ε)q+β+1.

Hence

εquq−1 < βuq + λp(α + 1)q+β+1u p−1εq+β+1.

There exists an ε0 > 0 such that

λp(α + 1)q+β+1εq+β+1 <
εq

2
for every 0 < ε < ε0.

Thus

εquq−1 < βuq + εq

2
u p−1 < βuq + εq

2
uq−1

for 0 < u < 1 and 0 < q < p < 1, which implies

εq

2
< βu ≤ βαε.
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Therefore 0 < ε < 2βαε
q

< βε < ε, a contradiction. Since h′
ε(u) > 0, then

h′
ε(u) ≤ q

ε

u

uq

(u + ε)q
1

(u + ε)1+β
≤ q

u + ε

u

1

u1+β
≤ q

uβ+1 ,

since ε ≤ u + ε and u ≤ u + ε. Hence

|h′
ε(u)|Z(u) ≤ q(u−2β + u−β + δu−β−1)

≤ 2qu−2β + δu−β−1, (3.29)

and (3.23) follows for 0 < u ≤ αε by comparing (3.26) and (3.29). The constant C
in (3.23) does not depend on δ, since the powers appearing in (3.26) and (3.29) are
the same.

The other case is when αε ≤ u < 1 for some 0 < α < q
2
. In this way

λpu p−1(u + ε)q+β+1 ≤ λp(
α + 1

α
)q+β+1u p−1uq+β+1.

Hence

λpu p−1(u + ε)q+β+1 ≤ λpcq+β+1u p+q+β for c = α + 1

α
.

There exists 0 < s0 < 1 such that

λpcq+β+1u p+β < β for 0 < u < s0 < 1.

Thus

λpu p−1(u + ε)q+β+1 ≤ βuq for 0 < u < s0.

And we get the estimate

|h′
ε(u)| ≤ 2βuq

(u + ε)q+β+1 ≤ 2β

uβ+1 for 0 < u < s0.

In the range 0 < min{1, s0} ≤ u ≤ S (where S is the constant that appears in the

Lemma 2.4) then, we have |h′
ε(u)| ≤ C ′ for some constant C ′ > 0 independent

of δ. Hence in this case (3.23) follows from (3.25). To prove (3.25), observe that
0 < δ < 1 and for 0 < u < 1 we have u1−β < u−2β , then Z(u) ≤ C ′(u−2β + 1)
for some constant C ′ independent of δ. Since u1−β and u−2β are comparable in the
compact interval 1 ≤ u ≤ S, the same estimate Z(u) ≤ C ′(u−2β + 1) holds for
some constant C ′ independent of δ. In both cases, we use (3.28) to obtain (3.25)
with a constant C independent of δ.

To prove inequality (3.24) we observe that for every u > 0,

hε(u) ≤ 1

uβ
.
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Thus, for 0 < u ≤ S,

Z ′(u)hε(u) ≤ (1− β)u−2β + u−β ≤ C ′u−2β,

where C ′ is independent of δ. Therefore, (3.24) follows from (3.28) with a constant
C independent of δ.

In synthesis, we have obtained the estimate ψ |∇u|2 ≤ M(u1−β + u+ δ) in %,
where M is independent of δ. To get estimate (3.2) we let δ → 0.

4. Taking the limit

In this section we prove Theorem 1.1 by letting ε → 0. We use the results of

Section 3 to prove that an arbitrary solution uε of (1.4) converges to a solution of

(1.1). With this, we obtain that u1 and u2 are distinct solutions of (1.1).

Proof of Theorem 1.1. Let uε be a solution of problem (1.4) and ϕ ∈ C1c (%), hence
∫

%
∇uε∇ϕ =

∫

%
(−gε(uε) + λu pε )ϕ.

Let η ∈ C∞(R), 0 ≤ η ≤ 1, η(s) = 0 for s ≤ 1/2, η(s) = 1 for s ≥ 1. For m > 0

the function 5 := ϕη(uε/m) belongs to C1c (%).
Since uε is a critical point of Iε, we obtain

∫

%
|∇uε|2 +

∫

%
gε(uε)uε =

∫

%
λu p+1ε .

Thus ‖uε‖H10 is bounded independently of ε, see the proof of Lemma 2.1. For a

sequence εn which for the sake of notation we will continue to denote by ε, we
have 





uε ⇀ u weakly in H10 (%);
uε → u strongly in Lσ (%);
uε → u a.e in %;
|uε| ≤ h a.e in % for some ∈ Lσ (%),

(4.1)

where 1 ≤ σ < 2N/(N − 2) if N ≥ 3 (1 ≤ σ < ∞ if N = 2).

By Lemma 3.1, |∇uε| is locally bounded independently of ε. Thus for a se-
quence εn which we keep denoting by ε, we have uε → u in C0loc(%), and the set

%+ = {x ∈ % : u(x) > 0} is open. Let %̃ be an open set such that support (ϕ) ⊂ %̃

and %̃ ⊂ %. Let %0 = %+ ∩ %̃. For every m > 0 there is an ε0 > 0 such that

uε(x) ≤ m/2 for every x ∈ %̃ \ %0 and 0 < ε ≤ ε0. (4.2)

Replacing ϕ by 5 we obtain
∫

%
∇uε∇(ϕη(uε/m)) =

∫

%̃
(−gε(uε) + λu pε )ϕη(uε/m). (4.3)
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We split the previous integral as

Pε :=
∫

%0

(−gε(uε) + λu pε )ϕη(uε/m)

and

Qε :=
∫

%̃\%0
(−gε(uε) + λu pε )ϕη(uε/m).

Clearly, Qε = 0, whenever 0 < ε ≤ ε0 by (4.2) and the definition of η. Notice that

Pε →
∫

%0

(−u−β + λu p)ϕη(u/m) as ε → 0. (4.4)

Indeed, uε → u uniformly in %0. If u ≤ m/4, for ε > 0 sufficiently small, we

have uε ≤ m/2. So the integral Pε restricted to this set is zero. For u > m/4, then
uε ≥ m/8 for ε > 0 small enough. We then apply the Dominated Convergence

Theorem as ε → 0 to get (4.4).

We now take the limit in m to conclude that

∫

%0

(−u−β + λu p)ϕη(u/m) →
∫

%0

(−u−β + λu p)ϕ as m → 0, (4.5)

since η(u/m) ≤ 1 and −u−β + λu p ∈ L1(%̃), according to Lemma 4.1 below.

Observing the integral on the left side of (4.3), we set

∫

%
∇uε∇(ϕη(uε/m)) :=

∫

%̃
(∇uε∇ϕ)η(uε/m) + Jε. (4.6)

Clearly,

∫

%̃
(∇uε∇ϕ)η(uε/m) →

∫

%̃
(∇u∇ϕ)η(u/m) as ε → 0,

since uε ⇀ u in H10 (%) and uε → u uniformly in %̃. Consequently, by the Domi-
nated Convergence Theorem,

∫

%̃
(∇u∇ϕ)η(u/m) →

∫

%̃
∇u∇ϕ as m → 0. (4.7)

We claim that

Jε :=
∫

%̃

|∇uε|2
m

η′(uε/m)ϕ → 0 as ε → 0 (and then as m → 0). (4.8)
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By the estimate |∇uε|2 ≤ M(u
1−β
ε +uε) in %̃ provided by Lemma 3.1, the fact that

η(u/m) ≤ 1, Lemma 2.4 and the Dominated Convergence Theorem, we obtain

lim sup
ε→0

|Jε| ≤ M lim
ε→0

∫

%̃∩{m2 ≤uε≤m}

(u
1−β
ε + uε)

m
|η′(uε/m)ϕ|

= M

∫

%̃∩{m2 ≤u≤m}

(u1−β + u)

m
|η′(u/m)ϕ|.

Letting m → 0 in the above estimate, we may invoke Lemma 4.1, the fact that

η′(u/m) is uniformly bounded and the Dominated Convergence Theorem to con-

clude that (4.8) must hold. The claim is proved.

As a direct consequence of (4.3), (4.5),(4.6), (4.7) and (4.8), we have

∫

%
∇u∇ϕ =

∫

%∩{u>0}

(
− 1

uβ
+ λu p

)
ϕ

for every ϕ ∈ C1c (%). This concludes the proof of Theorem 1.1.

We need the following lemma to justify a calculation in the proof of Theo-

rem 1.1.

Lemma 4.1. Let %+ = {x ∈ % : u(x) > 0}. The function 1

uβ
χ%+ belongs to

L1loc(%).

Proof. Let K ⊂ % be a compact set. Take ζ ∈ C1c (%) such that 0 ≤ ζ ≤ 1 and

ζ ≡ 1 in K . Since uε is a critical point of Iε, we obtain

∫

%
∇uε∇ζ +

∫

%
gε(uε)ζ =

∫

%
λu pε ζ.

The information provided by (4.1) can be used again here. Thus

∫

%
u pε ζ →

∫

%
u pζ

and ∫

%
∇uε∇ζ →

∫

%
∇u∇ζ as ε → 0.

Therefore, ∫

%
gε(uε)ζ → λ

∫

%
u pζ −

∫

%
∇u∇ζ as ε → 0 . (4.9)

Notice that

∫

K

u
q
ε

(uε + ε)q+β
ζ ≤

∫

%

u
q
ε

(uε + ε)q+β
ζ =

∫

%
gε(uε)ζ
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and define the set %ρ = {x ∈ % : u(x) ≥ ρ} for ρ > 0, then

∫

K∩%ρ

u
q
ε

(uε + ε)q+β
ζ ≤

∫

K

u
q
ε

(uε + ε)q+β
ζ ≤

∫

%
gε(uε)ζ.

It follows from Fatou Lemma and (4.9) that

∫

K

1

uβ
χ%ρ =

∫

K∩%ρ

1

uβ
≤ lim inf

ε→0

∫

%
gε(uε)ζ = λ

∫

%
u pζ −

∫

%
∇u∇ζ.

Taking ρ → 0 and applying Fatou Lemma once more, we conclude that

∫

K

1

uβ
χ%+ < ∞

for every compact subset K ⊂ %.

5. The domain perturbation approach

In correspondence with problem (1.1) we write the functional I : H10 (%) → R as

I (u) =
∫

%

1

2
|∇u|2 − F(u+),

where f (u) = − 1
uβ + λu p and F(u) =

∫ u
0 f (s)ds.

Proof of Theorem 1.2. The first part of the proof is devoted to prove the uniqueness

of the positive solution u of (1.1) for large values of λ. For a moment we assume

u ≥ u and u +≡ u, where u = cϕ
2
1+β

1 is a subsolution. Later we will see that in fact

u ≥ u and u +≡ u. It is known that u is a subsolution for large λ of problem (1.1)
(see [13] or [16]), which in our new notation is

{
−!u = f (u) in %

u = 0 on ∂%.
(5.1)

The constant c > 0 appearing in u can be taken large if one chooses λ large enough,
say, grater than some λ0 > 0. Indeed from [13], c and λ satisfy c0 ≤ λcp−1 where
the constant c0 > 0 does not depend on c, λ and p. Recall ) > 0 the best constant

of Hardy inequality (1.5). Thus we can fix c large enough and p small enough less

than some 0 < p0 < p in order to satisfy βc−1−β + pλcp−1ϕ2(p+β)/(1+β)
1 < ) if

one takes λ sufficiently large.
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If u and v are both solutions of problem (1.1) (or (5.1)) which are bigger than
u, define w = u − v. By convexity of u /→ u−β and concavity of u /→ u p we

obtain
f (u) − f (v) = v−β − u−β + λu p − λv p

≤ βv−1−βw + pλv p−1w.

Since v > cϕ
2
1+β

1 , then we obtain

f (u) − f (v) ≤ (βc−1−βϕ−2
1 + pλcp−1ϕ2(p−1)/(1+β)

1 )w.

Hence

−!w−(βc−1−β + pλcp−1ϕ2(p+β)/(1+β)
1 )ϕ−2

1 w≤−!w− f (u)+ f (v)=0. (5.2)

Assume w+ +≡ 0, then

0 ≤
∫ (

)

ϕ21
− βc−1−β + pλcp−1ϕ2(p+β)/(1+β)

1

ϕ21

)
(w+)2

≤
∫

|∇w+|2 − βc−1−β + pλcp−1ϕ2(p+β)/(1+β)
1

ϕ21
(w+)2 ≤ 0.

We have used (5.2) in the last inequality. Hence, w+ = (u− v)+ ≡ 0. By the same

reasoning (v − u)+ ≡ 0. Therefore, u = v.
We now prove the existence of a solution of problem (1.1) (or (5.1)). Let

∅ += %1 ⊂⊂ %2... ⊂⊂ % (5.3)

be a sequence of smooth domains such that % = ⋃∞
k=1%k .

Define the truncated function

f̂ (x, u) =
{
f (u(x)) for s ≤ u(x)

f (s) for s ≥ u(x),
(5.4)

where u is the subsolution defined above. Consider the truncated problems on each

domain %k , {
−!uk = f̂ (x, uk) in %k

uk = u(x) on ∂%k .
(5.5)

In order to find a solution to (5.5) we translate it with vk = uk − u to the following

homogeneous boundary condition problem

{
−!vk = f̂ (x, vk + u) + !u in %k

vk = 0 on ∂%k .
(5.6)
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Define the functional Ĩk : H10 (%k) → R by

Ĩk(v) =
∫

%k

1

2
|∇v|2 − F̃(x, v) − ∇u∇v,

here

F̃(x, v) =
∫ v

0

f̂ (x, t+ + u)dt.

Notice that

F̃(x, v) =
{
f (u(x))v for v ≤ 0

F̂(x, v + u) − F̂(x, u) for v > 0
(5.7)

where F̂(x, s) =
∫ s
0 f̂ (x, t)dt , then |F̂(x, v)| ≤ c′ + η|v|2 on %k × R for some

constants c′ > 0 and η > 0 (depending on k), with η small. Thus Ĩk is coercive and
satisfies the so-called Palais-Smale condition. Hence there is vk ∈ H10 (%k) such
that

Ĩk(vk) = inf
v∈H10 (%k)

Ĩk(v).

Since vk is a solution of (5.6), then uk = vk + u is a solution of (5.5). Notice that

by the maximum principle and since u > 0 is a subsolution, we get vk ≥ 0 in %k .

Indeed, since

−!uk = f̂ (x, uk) in %k,

and

(u − uk)
+ ∈ H10 (%k) ⊂ H10 (%).

Then,

∫

%k

∇u∇(u − uk)
+ ≤

∫

%k

f (u(x))(u − uk)
+

=
∫

%k

f̂ (x, u(x))(u − uk)
+ =

∫

%k

∇uk∇(u − uk)
+.

Hence ∫

%k

|∇(u − uk)
+|2 ≤ 0

implying u ≤ uk in %k .

In the sequel we need to establish that ‖uk‖L p+1(%k)
≤ C where C > 0 is a

constant independent of the domain%k . Multiplying (5.6) by vk , using the Sobolev
inequality and the fact that −!u ≤ λu p we obtain

C

(∫

%k

v
p+1
k

)2/(p+1)
≤ λ

∫

%k

(vk + u)pvk + u pvk
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where C is the Sobolev constant which can be taken independent of %k by (5.3),

but it depends on %. By Hölder inequality, there is a constant C depending only on
%, p, N , λ such that

‖vk‖2L p+1(%k)
≤ C(‖vk‖p+1L p+1(%k)

+ ‖vk‖L p+1(%k)
).

Therefore ‖vk‖L p+1(%k)
≤ C and ‖uk‖L p+1(%k)

≤ C .

We affirm that there is k0 such that ‖uk‖H1(%k0
) is bounded for every k ≥ k0.

We need to show that the integral
∫
%k0

|∇uk |2 remains bounded in %k0 for every

sufficiently large k > k0. In fact, for that matter take %k0 and δ > 0 such that 0 <

δ < inf%k0
u. Notice that (uk − δ)+ ∈ H10 (%k), because (uk − δ)+ = (u− δ)+ = 0

on ∂%k , since by hypothesis u(x) → 0 whenever x → ∂%. For every k ≥ k0 one

has

∫

%k0

|∇uk |2 ≤
∫

%k

|∇(uk − δ)+|2 =
∫

%k

f (uk)(uk − δ)+ ≤
∫

%k

λu
p
k (uk − δ)+

≤
∫

%k

λu
p+1
k ≤ C.

Arguing with a subsequence, we obtain uk ⇀ u in H1loc(%), uk → u in L2loc(%),
uk → u a.e in %, similarly to (4.1). Hence u ≤ uk in %.

Let ϕ be a test function in C∞
0 (%). There is a k′ > 0 and a bounded domain

%′ such that support (ϕ) ⊂⊂ %′ ⊂⊂ %k for every k ≥ k′. Thus,
∫

%′
∇uk∇ϕ =

∫

%′
f (uk)ϕ for every k ≥ k′.

Letting k → ∞ we obtain

∫

%′
∇u∇ϕ =

∫

%′
f (u)ϕ.

This last integral also holds in %, and u is a weak solution such that u ≥ u and

u +≡ u in %.
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