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Well-posedness and global existence

for the Novikov equation

XINGLONG WU AND ZHAOYANG YIN

Abstract. In this paper, we mainly study the Cauchy problem of the Novikov
equation. We first establish the local well-posedness and give the precise blow-up
scenario for the equation. Then we show that the equation has smooth solutions
which exist globally in time. Finally we prove that peakon solutions to the equa-
tion are global weak solutions.

Mathematics Subject Classification (2010): 35G25 (primary); 35L05 (sec-
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1. Introduction

In this paper, we consider the Cauchy problem for the following partial differential

equation (PDE)






ut − utxx + 4u2ux = 3uuxuxx + u2uxxx ,

t > 0, x ∈ R,

u(0, x) = u0(x), x ∈ R.

(1.1)

Equation (1.1) arises as a zero curvature equation Ft −Gx +[F,G] = 0, this being
the compatibility condition for the linear system [13]

{
!x = F!,

!t = G!,
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where y = u − uxx ,

F =



0 yλ 1

0 0 yλ
1 0 0



 ,G =





1

3λ2
− uux

ux

λ
− u2yλ u2x

u

λ
− 2

3λ2
−ux

λ
− u2yλ

−u2 u

λ

1

3λ2
+ uux




.

It was discovered very recently by Novikov in a symmetry classification of nonlo-

cal PDEs with cubic nonlinearity [21]. The perturbative symmetry approach [19]

yields necessary conditions for a PDE to admit infinitely many symmetries. Us-

ing the approach, Novikov is able to isolate the Equation (1.1) and finds its first

few symmetries. He subsequently finds a scalar Lax pair for it, also proves that

the equation is integrable. It is convenient to define a new dependent variable y,

Equation (1.1) can be written as

yt + u2yx + 3uux y = 0, y = u − uxx .

Camassa and Holm [3] derived the equation

yt + uyx + 2ux y = 0, y = u − uxx (1.2)

from an asymptotic approximation to the Hamiltonian for the Green–Naghdi equa-

tions in shallow water theory. To begin with, the Camassa–Holm equation ap-

proximates unidirectional fluid flow in Euler’s equations at the next order beyond

the KdV equation, it has a bi-Hamiltonian structure [12] and is completely inte-

grable [6], and with a Lax pair based on a linear spectral problem of second order.

Also, there are smooth soliton solutions of Equation (1.2) on a non-zero constant

background [4]. The Camassa–Holm equation has attracted a lot of interest in the

past seventeen years for various reasons.

One might wonder whether the Camassa–Holm equation is the only integrable

PDEs of its kind, being a shallow water equation whose dispersionless version has

weak solitons. Degasperis and Procesi used an asymptotic integrability approach to

isolate integrable third order equations, discovered the Degasperis–Procesi equation

yt + uyx + 3ux y = 0, y = u − uxx . (1.3)

The Degasperis–Procesi equation can be regarded as a model for nonlinear shallow

water dynamics. Degasperis, Holm and Hone [9] prove the formal integrability

of Equation (1.3) by constructing a Lax pair. They also show [9] that it has a bi-

Hamiltonian structure and an infinite sequence of conserved quantities, and admits

exact peakon solutions.

Despite the form is similar to the Camassa–Holm equation, it should be em-

phasized that these two equation are truly different. One of the important fea-

tures of Equation (1.3) is that it has not only peakon solitons [9], i.e. solutions
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at the form u(t, x) = ce−|x−ct | and periodic peakon solutions [23], but also shock
peakons [5, 18] which are given by

u(t, x) = − 1

t + k
sgn(x)e−|x |, k > 0,

and periodic shock peakons [11].

The Camassa-Holm equation has n-peakon solutions [2]

u(t, x) =
n∑

j=1
p j (t) exp(−|x − q j (t)|),

where the position q j and amplitudes p j satisfy the system of ODEs






q̇ j =
n∑
j=1

pk exp(−|q j − qk |),

ṗ j = p j
n∑

k=1
pksgn(q j − qk) exp(−|q j − qk |),

here j = 1, · · · , n.
Analogous to the Camassa–Holm equation, the Novikov equation has a bi-

Hamiltonian structure and an infinite sequence of conserved quantities, and admits

exact peakon solutions [13], i.e. solutions at the form

u(t, x) = ±√
ce−|x−ct−x0|, c > 0, x0 constant.

Also Equation (1.1) has n-peakon solutions [13]

u(t, x) =
n∑

j=1
p j (t) exp(−|x − q j (t)|),

where the position q j and amplitudes p j satisfy the system of ODEs






q̇ j =
n∑

k,l=1
pk pl exp(−|q j − qk | − |q j − ql |),

ṗ j = p j
n∑

k,l=1
pkqlsgn(q j − qk) exp(−|q j − qk | − |q j − ql |),

here j = 1, · · · , n.
The remainder of the paper is organized as follows. In Section 2, we establish

local well-posedness of Equation (1.1). In Section 3, we derive a precise blow-up

scenario and present a global existence result of strong solutions to Equation (1.1).

In Section 4, we prove that Equation (1.1) has weak solutions.
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2. Local well-posedness

In this section, we will apply Kato’s theory to establish the local well-posedness for

the Cauchy problem of Equation (1.1).

For convenience, we state Kato’s theory in a form suitable for our purpose.

Consider the abstract quasi-linear evolution equation

du

dt
+ A(u)u = f (u), t ≥ 0, u(0) = u0. (2.1)

Let X and Y be Hilbert spaces such that Y is continuously and densely embedded

in X and let S : Y → X be a topological isomorphism. L(Y, X) denotes the space
of all bounded linear operators from Y to X (L(X), if X = Y ). Assume that:

(i) A(u) ∈ L(Y, X) for u ∈ Y with

‖(A(y) − A(z))w‖X ≤ a1‖y − z‖X‖w‖Y , y, z, w ∈ Y,

and A(u) ∈ G(X, 1,β), i.e. A(u) is quasi-m-accretive, uniformly on bounded sets
in Y .

(ii) SA(y)S−1 = A(y) + B(y), where B(y) ∈ L(X) is bounded, uniformly on
bounded sets in Y . Moreover,

‖(B(y) − B(z))w‖X ≤ a2‖y − z‖Y ‖w‖X , y, z ∈ Y, w ∈ X.

(iii) f : Y → Y extends to a map from X into X . f is bounded on bounded sets in

Y , and satisfies

‖ f (y) − f (z)‖Y ≤ a3‖y − z‖Y y, z ∈ Y,

‖ f (y) − f (z)‖X ≤ a4‖y − z‖X y, z ∈ Y.

Here a1, a2, a3, a4 depend only on max{‖y‖Y , ‖z‖Y }.
Theorem 2.1 ([14, Kato]). Assume that (i), (ii), and (iii) hold. Given v0 ∈ Y, there
is a T > 0 depending only on ‖v0‖Y and a unique solution v to Equation (2.1) such
that

v = v(., v0) ∈ C([0, T );Y ) ∩ C1([0, T ); X).

Moreover, the map v0 → v is continuous from Y to C([0, T );Y ) ∩ C1([0, T ); X).

We provide now the framework in which we shall reformulate the Cauchy

problem of Equation (1.1).

First, we introduce some notations. All spaces of functions are over R and for

simplicity, we drop R in our notation of function spaces if there is no ambiguity.

Additionally, if A is an unbounded operator, D(A) denotes the domain of the op-
erator A, [A, B] = AB − BA denotes the commutator of the linear operators A
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and B, ‖ · ‖X denotes the norm of the Banach space X . For convenience, let ‖ · ‖s
and (·, ·)s denote the norm and the inner product of Hs, s ∈ R, respectively, where
Lr , Hs denote Lr (R), Hs(R) spaces ,r ≥ 1, s ∈ Z.

With y = u − uxx , Equation (1.1) takes the form of a quasi-linear evolution
equation of hyperbolic type

{
yt + u2yx + 3uux y = 0, t > 0, x ∈ R,

y(0, x) = u0(x) − uxx (0, x), x ∈ R.
(2.2)

Note that if p(x) = 1
2
e−|x |, x ∈ R, we have (1 − ∂2x )

−1 f = p ∗ f for all the

f ∈ L2, and p ∗ y = u, here we denote by ∗ the convolution. Then we can rewrite
Equation (2.2) as follows

{
ut + u2ux + p ∗ (3uuxuxx + 2u3x + 3u2ux ) = 0, t > 0, x ∈ R,

u(0, x) = u0(x), x ∈ R.
(2.3)

Or in the equivalent form





ut + u2ux = −(1− ∂2x )

−1
(

∂x

(
3

2
uu2x + u3

)
+ 1

2
u3x

)
, t > 0, x ∈ R,

u(0, x) = u0(x), x ∈ R.

(2.4)

Theorem 2.2. Assume that u0 ∈ Hs, s > 3
2
. Then there exists a unique solution u

to Equation (1.1) (or Equation (2.4)), and a T = T (‖u0‖s) such that

u = u(·, u0) ∈ C([0, T ); Hs) ∩ C1([0, T ); Hs−1).

Moreover, the solution depends continuously on the initial data, i.e. the mapping

u0 → u(·, u0) : Hs → C([0, T ); Hs) ∩ C1([0, T ); Hs−1) is continuous.

Set A(u) = u2∂x , f (u) = −(1 − ∂2x )
−1(3uuxuxx + 2u3x + 3u2ux ) = −(1 −

∂2x )
−1

(
∂x (

3
2
uu2x + u3) + 1

2
u3x

)
, X = Hs−1,Y = Hs and S = % = (1 − ∂2x )

1
2 .

Obviously, S is an isomorphism of Hs onto Hs−1. In order to prove Theorem
2.2, in view of Theorem 2.1, we only need to prove that A(u) and f (u) satisfy the
conditions (i), (ii) and (iii).

We first give the following four useful lemmas.

Lemma 2.3 ([15]). Let f ∈ Hs, s > 3
2
. Then

‖%−r [%r+k+1, N f ]%−k‖L(L2) ≤ c‖ f ‖s, |r |, |k| ≤ s − 1,

where N f is the operator of multiplication by f , c is a constant depending only on

r, k.
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Lemma 2.4 ([14]). Let r, t be real constant such that −r < t ≤ r . Then

‖ f g‖t ≤ c‖ f ‖r‖g‖t , i f r >
1

2
,

‖ f g‖
r+t− 1

2
≤ c‖ f ‖r‖g‖t , i f r <

1

2
,

where c is a positive constant depending only on r, t .

Lemma 2.5 ([20]). Let X and Y be two Banach spaces and Y be continuously and

densely embedded in X . Let−A be the infinitesimal generator of the C0-semigroup

T (t) on X and S be an isomorphism from Y onto X . Y is −A-admissible (i.e.

T (t)Y ⊂ Y,∀t ≥ 0, and the restriction of T (t) to Y is a C0-semigroup on Y ) if

and only if −A1 = −SAS−1 is the infinitesimal generator of the C0-semigroup
T1(t) = ST (t)S−1 on X . Moreover, if Y is −A-admissible, then the part of −A in

Y is the infinitesimal generator of the restriction of T (t) to Y .

Lemma 2.6 ([16]). Let g ∈ Ck(R, R) and g(0) = 0. Then

‖g(u)‖r ≤ g̃(‖u‖r ),
1

2
< r ≤ k.

Moreover, if g ∈ C∞(R, R) with g(0) = 0, then

‖g(u)‖r ≤ g̃(‖u‖r ), r >
1

2
,

here g̃ is a monotone increasing function depending only on the g function.

We break the argument into several lemmas.

Lemma 2.7. The operator A(u)=u2∂x , with u∈Hs, s> 3
2
, belongs to G(L2,1,β).

Proof. Since L2 ia a Hilbert space, we have A(u) ∈ G(L2, 1,β) for some real
number β if and only if the following conditions hold [16]:

(a) (A(u)y, y)0 ≥ −β‖y‖20.
(b) The range of λI + A is all of X , for some (or all)λ > β.

We first prove (a). Since u ∈ Hs, s > 3
2
, u and ux belong to L

∞. Note that
‖u‖L∞, ‖ux‖L∞ ≤ ‖u‖s . Thus

|(A(u)y, y)0| = |(u2∂x y, y)0| = |1
2
(uux y, y)0|

≤ 1

2
‖u‖L∞‖ux‖L∞‖y‖20 ≤ c‖u‖2s‖y‖20.

Setting β = c‖u‖2s , we have (A(u)y, y)0 ≥ −β‖y‖20.
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Next, we prove (b). Because A(u) is a closed operator and satisfies (a), (λI +
A) has closed range in L2 for all λ > β. Therefore, it suffices to show that (λI + A)
has dense range in L2 for all λ > β.

Given u ∈ Hs, s > 3
2
, and y ∈ L2, we have the generalized Leibnitz formula

∂x (u
2y) = 2uux y + u2∂x y in H−1.

Since u, ux ∈ L∞, we obtain

D(A) = D(u2∂x ) = {y ∈ L2, u2∂x y ∈ L2}
= {z ∈ L2,−∂x (u

2z) ∈ L2} = D
(
(u2∂x )

∗
)

= D(A∗).

Assume that the range of (A + λ) is not all of L2. Then there exists z ∈ L2, z -= 0

such that ((λI + A)y, z)0 = 0 for all y ∈ D(A). Since H1 ⊂ D(A), D(A) is
dense in L2. Hence it follows that z ∈ D(A∗) and λz + A∗z = 0 in L2. Since

D(A) = D(A∗), multiplying by z and integrating by parts, we obtain

0 = ((λI + A∗)z, z)0 = (λz, z) + (z, Az)| ≥ (λ − β)‖z‖20, ∀λ > β,

and thus z = 0, which contradicts our assumption z -= 0. This completes the proof

of Lemma 2.7.

Lemma 2.8. The operator A(u) = u2∂x , with u ∈ Hs, s > 3
2
, belongs to

G(Hs−1, 1,β).

Proof. Due to Hs−1 being Hilbert space, A(u) belongs to G(Hs−1, 1,β) for some
real number β if and only if the following conditions hold [14].

(a) (A(u)y, y)s−1 ≥ −β‖y‖2s−1.
(b) −A(u) is the infinitesimal generator of a C0-semigroup on H

s−1.
First, let us prove (a). Due to u ∈ Hs, s > 3

2
, so u and ux belong to L

∞ and

‖u‖L∞, ‖ux‖L∞ ≤ ‖u‖s . Note that

%s−1(A(u)y) = [%s−1, u2]∂x y + u2%s−1(∂x y)

= [%s−1, u2]∂x y + u2∂x%
s−1y.

Then we have

(A(u)y, y)s−1 =
(
%s−1(u2∂x y),%s−1y

)

0

=
(
[%s−1, u2]∂x y,%s−1y

)

0
− (uux%

s−1y,%s−1y)0

≤ ‖[%s−1, u2]%2−s‖L(L2)‖%s−1y‖20 + ‖uux‖L∞‖%s−1y‖20
≤ (c‖u‖s + ‖u‖2s )‖y‖2s−1,
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here we applied Lemma 2.3 with r = 0, k = s − 2. Letting β = (c‖u‖s + ‖u‖2s ),
we have (A(u)y, y)s−1 ≥ −β‖y‖2s−1.

Next, we prove (b). Let S = %s−1. Note that S is an isomorphism of Hs−1
onto L2 and Hs−1 is continuously and densely embedded in L2 as s > 3

2
. Define

A1(u) = SA(u)S−1 = %s−1A(u)%1−s, B1(u) = A1(u) − A(u).

Let y ∈ L2 and u ∈ Hs−1, s > 3
2
. Then we have

‖B1(u)y‖0 = ‖[%s−1, u2∂x ]%1−s y‖0
≤ ‖[%s−1, u2]%2−s‖L(L2)‖%−1∂x y‖0
≤ c‖u‖s‖y‖0,

here we used Lemma 2.3 with r = 0, k = s − 2. Thus we obtain B1(u) ∈ L(L2).
Note that A1(u) = A(u) + B1(u) and A(u) ∈ G(L2, 1,β) in Lemma 2.7. By a
perturbation theorem of semigroups (cf. [20, Theorem 2.3, Section 5.2]), we obtain

A1(u) ∈ G(L2, 1,β1). Using Lemma 2.5 with X = L2,Y = Hs−1, S = %s−1, we
conclude that Hs−1 is −A-admissible. So −A(u) is the infinitesimal generator of a
C0-semigroup on H

s−1. This completes the proof of Lemma 2.8.

Lemma 2.9. Let the operator A(u) = u2∂x , with u ∈ Hs, s > 3
2
. Then operator

A(u)∈L(Hs,Hs−1). Moreover,

‖(A(y) − A(z))w‖s−1 ≤ a1‖y − z‖s−1‖w‖s, y, z, w ∈ Hs .

Proof. Let y, z, w ∈ Hs, s > 3
2
. Note that Hs−1 is a Banach algebra. Then we

have

‖(A(y) − A(z))w‖s−1 ≤ c‖y2 − z2‖s−1‖∂xw‖s−1
≤ c‖(y + z)(y − z)‖s−1‖w‖s
≤ a1‖y − z‖s−1‖w‖s .

Take z = 0 in the above inequality to obtain A(u) ∈ L(Hs, Hs−1). This completes
the proof of Lemma 2.9.

Lemma 2.10. The operator B(u) = [%, u2∂x ]%−1 ∈ L(Hs−1), with u ∈ Hs, s >
3
2
. Moreover,

‖(B(y) − B(z))w‖s−1 ≤ a2‖y − z‖s‖w‖s−1.
Proof. Let y, z ∈ Hs, w ∈ Hs−1, s > 3

2
. Note that Hs is a Banach algebra. Then

‖(B(y) − B(z))w‖s−1 = ‖%s−1[%, (y2 − z2)∂x ]%−1w‖0
≤ ‖%s−1[%, (y2 − z2)]%1−s‖L(L2)‖%s−2∂xw‖0
≤ a2‖y − z‖s‖w‖s−1,

where we applied Lemma 2.3 with r=1− s, k=s − 1. Take z=0 in the above in-
equality to obtain B(u) ∈ L(Hs−1). This completes the proof of Lemma 2.10.
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Lemma 2.11. Let f (u)=−(1− ∂2x )
−1(∂x (32uu

2
x +u3)+ 1

2
u3x

)
. Then f is bounded

on bounded set in Hs and satisfies for all s ≥ 3
2
,

‖ f (y) − f (z)‖s ≤ a3‖y − z‖s, y, z ∈ Hs,

‖ f (y) − f (z)‖s−1 ≤ a4‖y − z‖s−1, y, z ∈ Hs .

Proof. Let y, z,∈ Hs, s > 3
2
. Since Hs−1 is a Banach algebra, we have

∥∥∥ f (y) − f (z)
∥∥∥
s
≤

∥∥∥ − ∂x (1− ∂2x )
−1

(
3

2
yy2x + y3 − 3

2
zz2x − z3

)∥∥∥
s

+
∥∥∥ − (1− ∂2x )

−1
(
1

2
y3x − 1

2
z3x

)∥∥∥
s

≤ 3

2
‖yy2x − zz2x‖s−1 + ‖y3 − z3‖s−1 + 1

2
‖y3x − z3x‖s−1.

In view of Lemma 2.6, u → g(u) − g(0) is a C∞-map from Hs−1 to Hs−1, where
g(u) = u, u2. From the mean value theorem [10], we infer that there is a some

M > 0, depending only on max{‖y‖s, ‖z‖s}, such that
‖g(y) − g(z)‖s−1 ≤ M‖y − z‖s−1.

Hence

‖ f (y) − f (z)‖s ≤ 3

2
‖(y − z)y2x‖s−1 + 3

2
‖z(y2x − z2x )‖s−1 + 3M

2
‖y − z‖s

≤ c‖y − z‖s−1 + c‖y − z‖s + 3M

2
‖y − z‖s

≤ c‖y − z‖s .
Taking z = 0 in the above inequality, we obtain that f is bounded on bounded set

in Hs .

Next, let y, z ∈ Hs, s > 3
2
. Since Hs−1 is a Banach algebra, we have

‖ f (y) − f (z)‖s−1 ≤ ‖ − ∂x (1− ∂2x )
−1

(
3

2
yy2x + y3 − 3

2
zz2x − z3

)
‖s−1

+ ‖ − (1− ∂2x )
−1

(
1

2
y3x − 1

2
z3x

)
‖s−1

≤ 3

2
‖yy2x − zz2x‖s−2 + ‖y3 − z3‖s−1 + 1

2
‖y3x − z3x‖s−2.

≤ 3

2
‖(y − z)y2x‖s−2 + 3

2
‖z(y2x − z2x )‖s−2 + 3M

2
‖y − z‖s−1

≤ c‖y − z‖s−1 + c‖y − z‖s−1 + 3M

2
‖y − z‖s−1

≤ c‖y − z‖s−1.
This completes the proof of Lemma 2.11.
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Proof of Theorem 2.2. Combining Theorem 2.1 and Lemmas 2.8–2.11, we can get

the statement of Theorem 2.2.

Theorem 2.12. Assume that u0 ∈ Hs, s > 3
2
. Then T in Theorem 2.2 may be

chosen independent of s in the following sense. If u = u(·, u0) ∈ C([0, T ); Hs)∩
C1([0, T ); Hs−1) to Equation (1.1) (or Equation (2.4)), and if u0 ∈ Hs1 for some

s1 -= s, s1 > 3
2
, then u ∈ C([0, T ); Hs1) ∩ C1([0, T ); Hs1−1) and with the same

T . In particular, if u0 ∈ H∞ = ⋂
s≥0

Hs , then u ∈ C([0, T ); H∞).

Proof. It suffices to consider the case s1 > s, since the case s1 < s is obvious from

uniqueness which is guaranteed by Theorem 2.2. In order to prove Theorem 2.12

for s1 > s, let us return to Equation (2.2). Set y(t) = %2u(t). Then we have

dy

dt
+ A(t)y + B(t)y = 0, y(0) = %2u(0), (2.5)

here A(t)y = ∂x (u
2y), B(t)y = uux y.

Because u ∈ C([0, T ); Hs) and u0 ∈ Hs1 , we have y ∈C([0, T ); Hs−2) and
y(0)=%2u(0)∈C([0, T );Hs1−2). It is our purpose to deduce y∈C([0, T ); Hs1−2),
which implies u ∈ C([0, T ); Hs1). This will complete the proof of Theorem 2.12.

Since u ∈ C([0, T ); Hs), ux ∈ Hs−1, Hs−1 is a Banach algebra, we obtain
B(t) ∈ L(Hs−1).

To this end (see [15, Lemmas 3.1–3.3]), we first need to prove that the family

A(t) has a unique evolution operator {U(t, τ )} associated with the spaces X = Hh

and Y = Hk , where−s ≤ h ≤ s−2, 1−s ≤ k ≤ s−1, and k ≥ h+1. Therefore,
according to the proof of [15, Lemma 2.1], we need to verify the following three

conditions.

(i) A(t) ∈ G(Hh, 1,β), ∀y ∈ Hs .
(ii) %h∂x [%k−h, u2]%−k is uniformly bounded on L2.
(iii) A(t) ∈ L(Hk, Hh) is strongly continuous in t .

Let us begin verify (i). Due to Hh being a Hilbert space, A(t) ∈ G(Hh, 1,β) [14]
if and only if there is a real number β such that

(a) (A(t)y, y)h ≥ −β‖y‖2h ,
(b) −A(t) is the infinitesimal generator of a C0-semigroup on H

h .

First, we prove (a). Take y ∈ Hh . Note that

%h∂x (u
2y) = %h∂x

(
−[%−h, u2]%h y + %−h(u2%h y)

)

= −%h∂x [%−h, u2]%h y + ∂x (u
2%h y).
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Then we have

(A(t)y, y)h = −
(
%h∂x [%−h, u2]%h y,%h y

)

0
+

(
∂x (u

2%h y),%h y
)

0

=
(
%h+1[%−h, u2]%h y, ∂x%

h−1y
)

0
+ 1

2
(uux%

h y,%h y)0

≤ ‖%h+1[%−h, u2]‖L(L2)‖%h y‖20 + 1

2
‖uux‖L∞‖%h y‖20

≤
(
c‖u‖s + c‖u‖2s

)
‖y‖2h,

where we applied Lemma 2.3 with r = −(h + 1), k = 0. Setting β = (c‖u‖s +
c‖u‖2s ), we have (A(t)y, y)h ≥ −β‖y‖2h .

Secondly, we prove (b). Let S = %s−1−h . Note that S is an isomorphism of
Hs−1 onto Hh and Hs−1 is continuously and densely embedded in Hh as −s ≤
h ≤ s − 2. Define

A1(t) := SA(t)S−1 = %s−1−h A(t)%h+1−s,

B1(t) := A1(t) − A(t) = [S, A(t)]S−1.

Let y ∈ Hh and u ∈ Hs, s > 3
2
. Then we have

‖B1(t)y‖h = ‖%h∂x [%s−1−h, u2]%h+1−s y‖0
≤ ‖%h∂x [%s−1−h, u2]%1−s‖L(L2)‖%h y‖0
≤ c‖u‖s‖y‖h,

where we applied Lemma 3.1 with r = −(h + 1), k = s − 1. Therefore, we obtain
B1(t) ∈ L(Hh). Note that

A(t)y = ∂x (u
2y) = 2uux y + u2∂x y and ux ∈ L(Hs−1).

Applying Lemma 2.8 and a perturbation theorem for semigroups, we have Hs−1
is −A(t)-admissible. Then by applying Lemma 2.5 with Y = Hs−1, X = Hh

and S = %s−1−h , we obtain that −A1(t) is the infinitesimal generator of a C0-
semigroup on Hh . Due to A1(t) = A(t) + B1(t) and B1(t) ∈ L(Hh), by a pertur-
bation theorem for semigroups, we have that−A(t) is the infinitesimal generator of
a C0-semigroup on H

h . This proves (b).

Next, we verify (ii). Take y ∈ L2. Then we have

‖%h∂x [%k−h, u2]%−k y‖0 ≤ c‖u‖s‖y‖0,
where we applied Lemma 2.3 with r = −(h + 1), k = k.

Finally, we verify (iii). Take y ∈ Hk . Then

‖∂x ((u2(t + τ ) − u2(t))y)‖h ≤ ‖(u2(t + τ ) − u2(t))y‖h+1
≤ c‖u2(t + τ ) − u2(t)‖s−1‖y‖h+1
≤ c‖u‖s‖u(t + τ ) − u(t)‖s‖y‖k,
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where we applied Lemma 2.4 with r = s−1, t = h+1. By the continuity of u, we
prove (iii). Thus the above three conditions imply the existence and uniqueness of

evolution operator U(t, τ ) for the family A(t). In particular U(t, τ ) maps Hr into

itself for −s ≤ r ≤ s − 1.

Next, we choose Y = Hs−2 and X = Hs−3. Note that

y ∈ C([0, T ); Hs−2) ∩ C1([0, T ); Hs−3).

By the properties of evolution operator U(t, τ ), we can obtain

d

dτ
(U(t, τ )y(τ )) = U(t, τ )(−B(τ )y(τ )).

Integrating the above equality in τ ∈ [0, t], we obtain

y(t) = U(t, 0)y(0) −
∫ t

0

U(t, τ )B(τ )y(τ )dτ. (2.6)

If s < s1 ≤ s + 1, then we have B(t) ∈ L(Hs1−2) is strongly continuous in [0, t),
and Hs−1Hs1−2 ⊂ Hs1−2 as s − 1 > 1

2
. Due to −s < s − 2 < s1 − 2 ≤ s − 1,

the family {U(t, τ )} is strongly continuous on Hs1−2 to itself. Note that y(0) ∈
Hs1−2. We regard Equation (2.6) as an integral equation of Volterra type which can
be solved for y by successive approximation. Then the result of Theorem 2.12 is

obtained.

If s1 > s + 1, we obtain the result of Theorem 2.12 by repeated application of

the above argument. This completes the proof of Theorem 2.12.

3. Blow–up scenario and global existence

In this section, we will begin deriving a conservation law for strong solutions to

Equation (2.3). Using this conservation law, we obtain blow–up scenario. Then we

establish a global existence theorem.

At first, we give the following useful lemmas.

Lemma 3.1 ([17]). Assume that s > 0. Then we have

‖[%s, g] f ‖L2 ≤ c(‖∂x g‖L∞‖%s−1 f ‖L2 + ‖%sg‖L2‖ f ‖L∞),

where c is constant depending only on s, and f, gx ∈ L∞ ∩ Hs−1.

Lemma 3.2 ([8]). Assume that F ∈ Cm+2(R) with F(0) = 0. Then for every
1
2

< s ≤ m, we have

‖F(u)‖s ≤ F̃(‖u‖L∞)‖u‖s, u ∈ Hs,

where F̃ is a monotone increasing function depending only on F and s.
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Lemma 3.3 ([17]). Assume that s > 0. Then Hs
⋂
L∞ is an algebra. Moreover

‖ f g‖s ≤ c(‖ f ‖L∞‖g‖s + ‖ f ‖s‖g‖L∞),

where c is a constant depending only on s, and f, g ∈ L∞ ∩ Hs .

Lemma 3.4 ([7]). Let T > 0 and u ∈ C1([0, T ); H2). Then for every t ∈ [0, T ),
there exist at least one pair points ξ(t), ζ(t) ∈ R, such that

m(t) = inf
x∈R

u(t, x) = u(t, ξ(t)), M(t) = sup
x∈R

u(t, x) = u(t, ζ(t)),

and m(t),M(t) are absolutely continuous in [0, T ). Moreover,

dm(t)

dt
= ut (t, ξ(t)),

dM(t)

dt
= ut (t, ζ(t)), a.e. on [0, T ).

Lemma 3.5. Let u0 ∈ Hs, s > 3
2
. Then as long as the solution u(t, x) to Equation

(1.1) given by Theorem 2.2 exists, we have

∫

R
(u2(t, x) + u2x (t, x))dx =

∫

R
(u20 + u20,x )dx,

where u0 = u(0, x), u0,x = ux (0, x). Moreover, we have

|u(t, x)| ≤
√
2

2
‖u0‖1.

Proof. Applying Theorem 2.12 and a simple density argument, it suffices to con-

sider s = 3. Multiply Equation (1.1) by u, we have

uut − uutxx + 4u3ux = 3u2uxuxx + u3uxxx .

Integrating by parts on R,

1

2

d

dt

∫

R
(u2 + u2x )dx =

∫

R
(−4u3ux + 3u2uxuxx + u3uxxx )dx

=
∫

R
(3u2uxuxx − 3u2uxuxx )dx

= 0.

Thus we deduce that

∫

R
(u2(t, x) + u2x (t, x))dx =

∫

R
(u20 + u20,x )dx .
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In view of the above conservation law, we have

√
2|u(t, x)| =

(∫ x

−∞
2uuxdx −

∫ ∞

x

2uuxdx

) 1
2

≤
(∫

R
2|uux |dx

) 1
2

≤
(∫

R
(u2 + u2x )dx

) 1
2

=
(∫

R
(u20 + u20,x )dx

) 1
2

= ‖u0‖1.

This completes the proof of Lemma 3.5.

Theorem 3.6. Let u0 ∈ Hr , r > 3
2
. If T is the maximal existence time of corre-

sponding solution of the initial data u0, then the H
r -norm of u(t, x) to Equation

(1.1) (or (2.4)) blows up on [0, T ) if and only if

lim
t↑T

‖ux (t, x)‖L∞ = ∞.

Proof. Let u(t, x) be the solution of Equation (1.1) with the initial data u0 ∈
Hr , r > 3

2
, which is guaranteed by Theorem 2.2.

If limt↑T ‖ux (t, x)‖L∞ = ∞, by Sobolev’s embedding theorem, we obtain the

solution u(t, x) will blow up in finite time.
Next, applying the operator %r to Equation (2.4), multiplying by %r u, and

integrating by parts on R, we have

d

dt
(u, u)r = −2(u2ux , u)r + 2( f (u), u)r , (3.1)

where f (u) = −(1− ∂2x )
−1

(
∂x (

3
2
uu2x + u3) + 1

2
u3x

)
.

Assume there exists a M > 0, such that limt↑T ‖ux (t, x)‖L∞ ≤ M . Then we

have

|(u2ux , u)r | = |(%r (u2ux ),%
r u)0|

= |([%r , u2]ux ,%r u)0 + (u2%r ux ,%
r u)0|

≤ ‖[%r , u2]ux‖L2‖%r u‖L2 + ‖uux‖L∞‖%r u‖2
L2

≤ c
(
‖(u2)x‖L∞‖%r−1ux‖L2 + ‖%r u2‖L2‖ux‖L∞

)
‖u‖r

+ cM‖u‖2r
≤ c

(
‖uux‖L∞‖u‖r + M‖u2‖r

)
‖u‖r + cM‖u‖2r

≤ cM‖u‖2r ≤ c‖u‖2r ,

(3.2)

where we applied Lemma 3.1 with s = r , Lemma 3.2 with F(u) = u2 and s = r .
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Similarly, note that Hs, s > 1
2
is a Banach algebra, it follows that

‖uu2x‖r−1 = ‖[%r−1, u]u2x + u%r−1u2x‖L2
≤ c(‖∂xu‖L∞‖‖L2 + ‖%r−1u‖L2‖u2x‖L∞)

≤ c(M‖u2x‖r−1 + M2‖u‖r−1) ≤ c‖u‖r .
On the other hand, we estimate the second term of the right hand side of Equation

(3.1).

( f (u), u)r =
(

−(1− ∂2x )
−1

(
∂x

(
3

2
uu2x + u3

)
+ 1

2
u3x

)
, u

)

r

≤ c‖u‖r
(
3

2
‖uu2x + u3‖r−1 + 1

2
‖u3x‖r−2

)

≤ c‖u‖r
(

‖u‖r + ‖u3‖r−1 + 1

2
‖u3x‖r−1

)

≤ c‖u‖2r ,

(3.3)

where we applied Lemma 3.2 with F(u) = u3, u3x and s = r − 1 and the above

inequality.

From (3.1)-(3.3), we obtain

d

dt
‖u‖2r ≤ c‖u‖2r .

Thus using Gronwall’s inequality, we get

‖u(t)‖2r ≤ ‖u0‖2r exp(ct).
This completes the proof of Theorem 3.6.

Consider the following differential equation
{
qt = u2(t, q), t > 0, x ∈ R,
q(0, x) = x, x ∈ R.

(3.4)

Applying classical results in the theory of ordinary differential equations, one can

obtain the following useful result on the above initial value problem.

Lemma 3.7. Let u0 ∈ Hs, s ≥ 3, and T be the maximal existence time of the cor-
responding solution u(t, x) to Equation (2.3). Then Equation (3.4) has a unique
solution q ∈ C1([0, T ) × R, R). Moreover, the map q(t, ·) is an increasing diffeo-
morphism of R with

qx = exp

(∫ t

0

2uux (s, q(s, x))ds

)
, ∀(t, x) ∈ [0, T ) × R.

Furthermore, setting y = u − uxx , we obtain

y(t, q)q
3
2
x (t, x) = y0(x), ∀(t, x) ∈ [0, T ) × R.
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Proof. First, for fixed x ∈ R we deal with an ordinary differential equation. By

the Sobolev’s embedding theorem we have that u ∈ C1([0, T ) × R, R). Therefore
classical results in the theory of ordinary differential equations ([1]) yield the the

first assertion. From Equation (3.4) we obtain






d

dt
qx = 2u(t, q)ux (t, q)qx , t > 0, x ∈ R,

qx (0, x) = 1, x ∈ R.

Thus the solution is given by

qx = exp

(∫ t

0

2uux (s, q(s, x))ds

)
, ∀(t, x) ∈ [0, T ) × R.

Applying Sobolev’s embedding theorem, we can find a constant K > 0 such that

qx (t, x) ≥ e−t K , (t, x) ∈ [0, T ) × R.

Next, differentiating the left-hand side of the above equation with respect to the

time variable t , and applying the relations , we have

d

dt

(
y(t, q)q

3
2
x (t, x)

)
= (yt + yxqt )q

3
2
x + 3

2
yq

1
2
x qxt

= (yt + yxqt + 3uux y)q
3
2
x

= (yt + yxu
2 + 3uux y)q

3
2
x

= 0.

Thus we obtain

y(t, q)q
3
2
x (t, x) = y0(x), ∀(t, x) ∈ [0, T ) × R.

This completes the proof of Lemma 3.7.

Next, in view of the blow-up scenario and Lemmas 3.5–3.7, we will establish

the following global existence theorem.

Theorem 3.8. Assume that u0 ∈ Hs, s > 3
2
. If y0 = u0 − u0xx doesn’t change

sign on R, then Equation (2.3) has a global strong solution u(t, x). Moreover, the
solution u(t, x) satisfies |ux (t, x)| ≤

√
2
2

‖u0‖1.

Proof. Applying Theorem 2.12 and a simple density argument, we only need to

assume s = 3. Let T be the maximal existence time of the solution u to Equation

(2.3) with initial data u0 ∈ H3.
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We first consider the case y0 ≥ 0 on R. If y0 ≥ 0, then Lemma 3.7 ensures

that y ≥ 0 for all t ∈ [0, T ). By u = p ∗ y and the positivity of p, we infer that
u(t, ·) ≥ 0 for all t ≥ 0. Note that

u(t, x) = e−x

2

∫ x

−∞
eξ y(t, ξ)dξ + ex

2

∫ ∞

x

e−ξ y(t, ξ)dξ (3.5)

and

ux (t, x) = −e−x

2

∫ x

−∞
eξ y(t, ξ)dξ + ex

2

∫ ∞

x

e−ξ y(t, ξ)dξ. (3.6)

From the above two equations, we deduce that

u(t, x) + ux (t, x) = ex
∫ ∞

x

e−ξ y(t, ξ)dξ,

u(t, x) − ux (t, x) = e−x
∫ x

−∞
eξ y(t, ξ)dξ. (3.7)

By y ≥ 0 for all t ∈ [0, T ) and Lemma 3.5, we have

|ux (t, x)| ≤ u(t, x) ≤
√
2

2
‖u0‖1, ∀(t, x) ∈ [0, T ) × R.

In the case when y0(x) ≤ 0 on R, we can repeat the above proof to get the desired
result. This completes the proof the theorem.

4. Peakon solutions

In this section we define strong solutions and weak solutions for Equation (1.1). We

also prove that its peakon solutions are weak solutions.

Definition 4.1 ([22]). If u ∈ C([0, T ); Hs) ∩ C1([0, T ); Hs−1) with s > 3/2 is a
solution to Equation (2.3), then u(t, x) is called a strong solution to Equation (2.3)
(or (1.1)).

Note that Equation (1.1) has the soliton waves with corner at its peak, discov-

ered in [13]. Obviously, such solitons are not strong solutions to Equation (2.3). In

order to provide a mathematical framework for the study of solitons, we define the

notion of weak solutions to Equation (2.3). Let

F(u) = u2ux + p ∗
(
3uuxuxx + 2u3x + 3u2ux

)
.
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Then Equation (2.3) can be written as

ut + F(u) = 0, u(0, x) = u0. (4.1)

Definition 4.2. Assume u0 ∈ Hs, s ∈ [0, 3
2
]. If u(t, x) ∈ L∞

loc([0, T ); Hs) and
satisfies

∫ T

0

∫

R
(uϕt − F(u)ϕ)dxdt +

∫

R
u0ϕ(0, x)dx = 0

for all ϕ ∈ C∞
c ([0, T ) × R). Let C∞

c ([0, T ) × R) denote the space of all functions

on [0, T ) × R, which is restricted to [0, T ) × R is a smooth function on R2 with
compact support contained in (−T, T ) × R. Then u(t, x) is called a weak solution
to Equation (2.3). If u(t, x) is a weak solution on [0, T ) for every T > 0, then it is

called a global weak solution to Equation (2.3) (or (1.1)).

Theorem 4.3. The peakon solitary

u(t, x) = ±√
ce−|x−ct−x0|, c > 0, x0 = constant

is a global weak solution to Equation (2.3).

Moreover, ∀T > 0, u(t, x) ∈ L∞
loc([0, T ); H1).

Proof. Since x0 is constant, it is only to consider u(t, x) = √
ce−|x−ct |. Note that

∫ T

0

∫

R
uϕt − F(u)ϕdxdt +

∫

R
u0ϕ(0, x)dx

=
∫ T

0

∫

R
(ut + F(u))ϕdxdt

=
∫ T

0

∫

R

(
ut + u2ux + p ∗ (3uuxuxx + 2u3x + 3u2ux )

)
ϕdxdt.

(4.2)

Since 



ut = c

3
2 e−|x−ct |sgn(x − ct) = (cu)sgn(x − ct),

ux = −√
ce−|x−ct |sgn(x − ct) = −(u)sgn(x − ct),

(4.3)

it follows that

ut + u2ux = (cu − u3)sgn(x − ct). (4.4)
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On the other hand, in view of (4.3), we have

p ∗
(
3uuxuxx + 2u3x + 3u2ux

)

= ∂x p ∗
(
3

2
uu2x + u3

)
+ 1

2
p ∗ u3x

=
∫

R
∂x

(
1

2
e−|x−y|

)(
3

2
uu2x + u3

)
(t, y)dy +

∫

R

1

4
e−|x−y|u3x (t, y)dy

=
∫ x

−∞
−1
2
ey−x

(
3

2
uu2x + u3 − 1

2
u3x

)
(t, y)dy

+
∫ ∞

x

1

2
ex−y

(
3

2
uu2x + u3 + 1

2
u3x

)
(t, y)dy

=
∫ x

−∞
−1
2
ey−x

(
5

2
+ 1

2
sgn(y − ct)

)
u3(t, y)dy

+
∫ ∞

x

1

2
ex−y

(
5

2
− 1

2
sgn(y − ct)

)
u3(t, y)dy.

(4.5)

If x < ct . Using u(t, x) = √
ce−|x−ct |, we deduce from (4.5) that

p ∗
(
3uuxuxx + 2u3x + 3u2ux

)

=
∫ x

−∞
−ey−xu3(t, y)dy +

∫ ct

x

3

2
ex−yu3(t, y)dy

+
∫ ∞

ct

ex−yu3(t, y)dy.

=
∫ x

−∞
−c 32 e4y−x−3ctdy +

∫ ct

x

3

2
c
3
2 e2y+x−3ctdy

+
∫ ∞

ct

c
3
2 ex+3ct−4ydy.

= −1
4
c
3
2 e3(x−ct) + 3

4
c
3
2

(
ex−ct − e3(x−ct)

)
+ 1

4
c
3
2 ex−ct

= −c 32 e3(x−ct) + c
3
2 ex−ct = cu − u3.

(4.6)

Similarly, if x ≥ ct , we have

p ∗
(
3uuxuxx + 2u3x + 3u2ux

)
= −cu + u3. (4.7)
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In view of (4.6) and (4.7), we obtain

p ∗
(
3uuxuxx + 2u3x + 3u2ux

)
= −(cu − u3)sgn(x − ct). (4.8)

Combining (4.2), (4.4), (4.8) with Definition 4.2, we deduce the desired result. This

completes the proof of Theorem 4.3.
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