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JORGE J. BETANCOR, RAQUEL CRESCIMBENI, JUAN C. FARIÑA,
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Abstract. In this paper we establish a T1 criterion for the boundedness of
Hermite-Calderón -Zygmund operators on the BMOH (Rn) space naturally as-
sociated to the Hermite operator H . We apply this criterion in a systematic way
to prove the boundedness on BMOH (Rn) of certain harmonic analysis operators
related to H (Riesz transforms, maximal operators, Littlewood-Paley g-functions
and variation operators).
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1. Introduction

It is well-known the crucial role played by T1 and its relation with the classical

BMO space of John and Nirenberg in the analysis of L p-boundedness of Calderón-

Zygmund operators T (see [5, 10, 11] and [9, page 590]).

Moreover, T1 is an important object to understand the behavior of certain

classes of integral operators in Hölder spaces. Indeed, in [17] some operators re-

lated to the harmonic oscillator (also known as Hermite operator)

H = −! + |x |2, in Rn, (1.1)

such as the fractional harmonic oscillator Hσ , the Hermite-Riesz transforms, the

fractional integrals H−σ , among others, are studied when they act on certain Hölder

spaces C
k,α
H (Rn), k ∈ N, 0 < α < 1, adapted to H . Roughly speaking, these

operators T can be expressed as

T f (x) =
∫

Rn

K (x, y)( f (y) − f (x)) dy + f (x)T1(x). (1.2)
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Here the kernel K (x, y) has a singularity for x ∼ y, so some regularity is required

on f for the integral to be well defined. Looking at how the operator T is written, it

is natural to expect that T1 will be a bounded pointwise multiplier in the class where

f belongs to. This is in fact the situation in [17]. Nevertheless, the boundedness

of operators like (1.2) for the case α = 0 is not covered in [17] (it does not make

sense to take 0 as a Hölder exponent). However, since the Hölder spaces Cα can

be seen as spaces of BMOα-type (see for instance [19]), it would be natural to

work with BMOH (Rn). Note that BMOH (Rn) is the natural substitute as extremal
space in the Harmonic Analysis for the Hermite function expansion setting (see

Section 2). The last question motivates a characterization of pointwise multipliers

on BMOH (Rn). We believe that such a result belongs to the folklore, but for
completeness we present it here with a proof, see Proposition 3.2. Let us point

out that the characterization of pointwise multipliers for the BMO space on the

torus (compact support case) was proved by S. Janson [12] and for the Euclidean

BMO(Rn) by E. Nakai and K. Yabuta [13].
To obtain the boundedness on BMOH (Rn) for operators T of the form (1.2) it

seems natural to impose conditions on T1. An answer in this direction is provided

in our first main result.

Theorem 1.1 (T1-type criterion). Let T be a Hermite-Calderón-Zygmund opera-

tor, see Definition 3.1. Then T is a bounded operator on BMOH (Rn) if and only if
there exists C > 0 such that the following two conditions hold:

(i)
1

|B(x, γ (x))|

∫

B(x,γ (x))
|T1(y)| dy ≤ C , for every x ∈ Rn , and

(ii)

(
1+ log

(
γ (x)

s

))
1

|B(x, s)|

∫

B(x,s)
|T1(y) − (T1)B(x,s)| dy ≤ C, for every

x ∈ Rn and s > 0 such that 0 < s ≤ γ (x), where γ is given by

γ (x) :=






1

1+ |x | , |x | ≥ 1;

1

2
, |x | < 1.

(1.3)

Here, as usual, (T1)B(x,s) = 1

|B(x, s)|

∫

B(x,s)
T1(y) dy.

Remark 1.2 (Vector-valued setting). Theorem 1.1 can also be stated in a vector

valued setting. That is, if T f takes values in a Banach space X then the result holds

when we replace the absolute values appearing in hypothesis (i) and (ii) by the
norm in X .

Remark 1.3 (How to apply the result). Assume that T1 is a bounded function in
Rn . Then T1 satisfies the first condition of Theorem 1.1. The second condition is

fulfilled whenever there exists 0 < α ≤ 1 such that |T1(x) − T1(y)| ≤ C|x − y|α ,
x, y ∈ Rn (for instance, (ii) holds if ∇T1 ∈ L∞(Rn)).
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We apply Theorem 1.1 in a systematic way to prove that several harmonic

analysis operators related to H are bounded on BMOH (Rn). The operators are
the maximal operators and Littlewood-Paley g-functions associated to the heat and

Poisson semigroups for H and the Hermite-Riesz transforms (see Section 4).

Theorem 1.4 (Harmonic Analysis operators related to H). The maximal opera-
tors and the Littlewood-Paley g-functions associated with the heat {WH

t }t>0 and
Poisson {PH

t }t>0 semigroups generated by H and the Hermite-Riesz transforms

are bounded from BMOH (Rn) into itself.

We also consider variation operators. Let (X,F , µ) be a measure space and
{Tt }t>0 be an uniparametric family of bounded operators in L p(X) for some 1 ≤
p < ∞, such that lim

t→0+
Tt f (x) exists for a.e. x ∈ X . In the last years many papers

devoted their attention to analyze the speed of convergence of the limit above in

terms of the boundedness properties of the ρ-variation operator Vρ(Tt ), ρ > 2.

Such operator is defined by

Vρ(Tt )( f )(x) = sup
t j↘0

( ∞∑

j=1
|Tt j f (x) − Tt j+1 f (x)|ρ

)1/ρ
,

where the supremum is taken over all the sequences of real numbers {t j } j∈N that
decrease to zero. The uniparametric families we are interested in are: the heat semi-

group {WH
t }t>0, the Poisson semigroup {PH

t }t>0 and the truncated integral opera-
tors for the Hermite-Riesz transforms {Rε

H }ε>0 (see Section 4 for definitions). The
L p–theory for the variation operators related to {WH

t }t>0, {PH
t }t>0 and {Rε

H }ε>0
was studied in [3] and [4].

Theorem 1.5 (Variation operators). Let ρ > 2. Denote by {Tt }t>0 any of the uni-
parametric families of operators {WH

t }t>0, {PH
t }t>0 or {Rε

H }ε>0. Then the varia-
tion operator Vρ(Tt ) is bounded from BMOH (Rn) into itself.

It is a remarkable fact that all the operators related to H listed above can be

seen as vector valued singular integral operators. Therefore Remark 1.2 will be very

useful.

Some of the operators were considered by J. Dziubański et al. [6] in the more

general setting of Schrödinger operators of the form L = −!+V and the BMOL-
spaces associated to them in Rn , when n ≥ 3. In such a context, the potential V

belongs to RHs , the reverse Hölder class of exponent s, for some s > n/2. Since
polynomials are in RHs for all s > 0, the Hermite case V = |x |2 is included. It
was proved in [6] that the maximal operators related to the heat and Poisson semi-

groups and the square function defined by the heat semigroup in the Schrödinger

context are bounded operators on BMOL. The procedure developed in [6] exploits,
in each case, the underlying relationship between the operator considered and its

corresponding Euclidean counterpart. More recently, B. Bongioanni, E. Harboure
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and O. Salinas studied Schrödinger-Riesz transforms associated to L in BMO
β
L-

spaces, 0 ≤ β < 1, in dimension n ≥ 3, see [2]. In particular, they showed that

if s > n then the Schrödinger-Riesz transformsRi are bounded on BMOL. When
n/2 < s < n the operators Ri fail to be bounded in L

p for all p > p0, where

p0 > 1 depends on s, see the seminal paper by Z. Shen [14]. This implies that the

operators Ri are not bounded on BMOL if n/2 < s < n. Finally, in [1] it was

proved that the (generalized) square functions defined by the Poisson semigroup

related to L are bounded on BMOL, for n ≥ 3.

Boundedness of Harmonic Analysis operators in the Hermite setting is well-

developed. In particular, boundedness results in L p for the related Poisson integrals,

the Hermite-Riesz transforms and the square functions can be found in the book by

S. Thangavelu [18], see also [16].

We would like to point out that our method in this Hermite case works for every

n ≥ 1. One of the main novelties of this paper is the boundedness in BMOH (Rn) of
the variation operators, Theorem 1.5. Finally, and perhaps this is a more important

observation, Theorem 1.1 allows us to consider all the Harmonic Analysis operators

related to H in a unified way. The key ingredient will be the vector-valued approach.

Moreover, we believe that in the cases of boundedness of the maximal operators,

our proofs are easier and faster than those presented in [6].

The outline of the paper is as follows. We collect in Section 2 the main def-

initions and properties related to the space BMOH (Rn). In Section 3, together
with the definitions of Hermite-Calderón-Zygmund operator and T1, we present

the proof of Theorem 1.1 and the characterization of pointwise multipliers, Propo-

sition 3.2. Applications are developed in Section 4 (proofs of Theorems 1.4 and

1.5).

Throughout this paper C and c will always denote suitable positive constants,

not necessarily the same in each occurrence. Without mentioning it, we will re-

peatedly apply the inequality rµe−r ≤ Cµe
−r/2, µ ≥ 0, r > 0, and the fact that

log 1+s
1−s ∼ s for s ∼ 0, and log 1+s

1−s ∼ − log(1− s) for s ∼ 1.

2. The space BMOH (Rn)

J. Dziubański et al. defined in [6] the space BMOL(Rn) naturally associated to a
Schrödinger operator L = −! + V in Rn , n ≥ 3, where the nonnegative potential

V satisfies a reverse Hölder inequality. It turns out that BMOL(Rn) is the natural
replacement of L∞(Rn) in this context. In fact, BMOL(Rn) is the dual of the
Hardy space H1L(Rn) associated to L defined by J. Dziubański and J. Zienkiewicz
in [7]. For the definition of BMOH (Rn) we take the space of [6] in the particular
case of the harmonic oscillator (1.1), i.e. V (x) = |x |2, and we extend the definition
to all n ≥ 1.

A locally integrable function f in Rn belongs to BMOH (Rn) if there exists
C > 0 such that

(i)
1

|B|

∫

B

| f (x) − fB | dx ≤ C , for every ball B in Rn , and
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(ii)
1

|B|

∫

B

| f (x)| dx ≤ C , for every B = B(x0, r0), where x0 ∈ Rn and r0 ≥
γ (x0).

Here fB = 1

|B|

∫

B

f (x) dx , for every ball B in Rn , and the critical radii function

γ is given by (1.3). The norm ‖ f ‖BMOH (Rn) of f is defined by

‖ f ‖BMOH (Rn) = inf{C ≥ 0 : (i) and (ii) above hold}.

Applying the classical John-Nirenberg inequality it can be seen that if in (i) and (ii)

L1-norms are replaced by L p-norms, for 1 < p < ∞, then the space BMOH (Rn)
does not change and equivalent norms appear, see [6, Corollary 3].

It is not hard to check that for every C > 0 there exists M > 0 such that if

|x − y| ≤ Cγ (x) then
1

M
γ (x) ≤ γ (y) ≤ Mγ (x).

Covering by critical balls. According to [7, Lemma 2.3] there exists a sequence of
points {xk}∞k=1 in Rn so that if Qk denotes the ball with center xk and radius γ (xk),
k ∈ N, then

(i)
⋃∞

k=1 Qk = Rn , and

(ii) there exists N ∈ N such that card{ j ∈ N : Q∗∗
j ∩ Q∗∗

k -= ∅} ≤ N , for every

k ∈ N.

For a ball B, B∗ denotes the ball with the same center than B and twice radius.

Boundedness criterion. In order to prove that an operator S defined on BMOH (Rn)
is bounded from BMOH (Rn) into itself, it suffices to see that there exists C > 0

such that, for every f ∈ BMOH (Rn) and k ∈ N,

(Ak)
1

|Qk |

∫

Qk

|S f (x)| dx ≤ C‖ f ‖BMOH (Rn), and

(Bk) ‖S f ‖BMO(Q∗
k )

≤ C‖ f ‖BMOH (Rn), where BMO(Q∗
k) denotes the usual BMO

space on the ball Q∗
k ,

see [6, page 346].

In the following lemma we present an example of a function in BMOH (Rn)
that will be useful in the sequel.

Lemma 2.1. There exists a positive constant C > 0 such that, for every x0 ∈ Rn

and 0 < s ≤ γ (x0), the function f (x; s, x0) defined by

f (x;s,x0)=χ[0,s](|x−x0|) log
(
γ (x0)

s

)
+χ(s,γ (x0)](|x−x0|) log

(
γ (x0)

|x−x0|

)
, x ∈Rn,

belongs to BMOH (Rn) and ‖ f (·; s, x0)‖BMOH (Rn) ≤ C .



162 J. J. BETANCOR, R. CRESCIMBENI, J. C. FARIÑA, P. R. STINGA AND J. L. TORREA

Proof. Recall that the function h(x) = log
(
1
|x |

)
χ[0,1](|x |) is in BMO(Rn), see [9,

page 520]. Hence, for every R > 0, the function hR given by

hR(x) = h(x/R), x ∈ Rn,

is in BMO(Rn) and ‖hR‖BMO(Rn) ≤ C , where C is independent of R. Moreover,

for every R, S > 0, the function hR,S defined by

hR,S(x) = min{S, h(x/R)}, x ∈ Rn,

belongs to BMO(Rn) and ‖hR,S‖BMO(Rn) ≤ C , where C does not depend on R

and S. Then, since for every x0 ∈ Rn and 0 < s ≤ γ (x0),

f (x; s, x0) = h
γ (x0),log

γ (x0)
s

(x − x0), x ∈ Rn,

the function f (·; s, x0) ∈ BMO(Rn) and ‖ f (·; s, x0)‖BMO(Rn) ≤ C , x0 ∈ Rn and

0 < s < γ (x0). It only remains to control the means of f (·; s, x0) on large balls.
For that let us first note that

| f |B(x0,γ (x0)) = 1

|B(x0, γ (x0))|

∫

B(x0,γ (x0))
f (x; s, x0) dx

≤ C

γ (x0)n

[
sn log

(
γ (x0)

s

)
+

∫

s<|z|<γ (x0)
log

(
γ (x0)

|z|

)
dz

]
≤ C,

where C is independent of s and x0. Let B = B(z0, r0), x0 ∈ Rn and r0 ≥ γ (z0).
We can always assume that B ∩ B(x0, γ (x0)) -= ∅, since the support of f is the
closure of the ball B(x0, γ (x0)). Consider first the easier case: when r0 ≥ γ (x0).
Then we clearly have | f |B ≤ | f |B(x0,γ (x0)) and the computation above applies. On

the other hand, if r0 ≤ γ (x0), we have that |x0− z0| ≤ 2γ (x0) and by the properties
of γ given above, γ (x0) ∼ γ (z0). Using this last fact and the previous observation,

we get | f |B ≤ |B(x0, γ (x0))|
|B(z0, γ (z0))|

| f |B(x0,γ (x0)) ≤ C . The proof is complete.

3. Proof of Theorem 1.1 and characterization of pointwise multipliers

3.1. On the T1-criterion: Theorem 1.1

Before proving Theorem 1.1 we need to precise the definition of the operator T we

are considering.

We denote by L2c(Rn) the set of functions f ∈ L2(Rn) whose support supp( f )
is a compact subset of Rn .

Definition 3.1. Let T be a bounded linear operator on L2(Rn) such that

T f (x) =
∫

Rn

K (x, y) f (y) dy, f ∈ L2c(Rn) and a.e. x /∈ supp( f ).

We shall say that T is a Hermite-Calderón-Zygmund operator if
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(1) |K (x, y)| ≤ C

|x − y|n e
−c

[
|x ||x−y|+|x−y|2

]
, for all x, y ∈ Rn with x -= y,

(2) |K (x, y) − K (x, z)| + |K (y, x) − K (z, x)| ≤ C
|y − z|

|x − y|n+1 , when |x − y| >

2|y − z|.

Note that every Hermite-Calderón-Zygmund operator is also a classical Calderón-

Zygmund operator, see [9]. Examples of Hermite-Calderón-Zygmund operators are

given in Section 4.

Definition of T f for f ∈ BMOH (Rn). Suppose firstly that f ∈ L2(Rn). For
every R > 0, let BR := B(0, R). We can write

T f = T
(
f χBR

)
+ T

(
f χBcR

)
= T

(
f χBR

)
+ lim

n→∞ T
(
f χBcR∩Bn

)

where the limit is understood in L2(Rn). This last identity suggests to define the
operator T on BMOH (Rn) as follows. Assume that f ∈ BMOH (Rn) and R > 1.

By using the Hermite-Calderón-Zygmund condition (1) for K we get

∫

Bc2R

|K (x, y)|| f (y)| dy ≤ C

∞∑

j=1

∫

2 j R<|y|≤2 j+1R

e−c|x−y|
2

|x − y|n | f (y)| dy

≤ C

∞∑

j=1

∫

2 j R<|y|≤2 j+1R

1

|x − y|n+1 | f (y)| dy

≤ C

∞∑

j=1

1

(2 j R)n+1

∫

|y|≤2 j+1R
| f (y)| dy

≤ C

R
‖ f ‖BMOH (Rn),

for every x ∈ BR . Moreover, if R < S we have

T
(
f χBS

)
(x) − T

(
f χBR

)
(x) = T

(
f χBS\BR

)
(x) =

∫

BS\BR
K (x, y) f (y) dy

=
∫

BcR

K (x, y) f (y) dy

−
∫

BcS

K (x, y) f (y) dy, a.e. x ∈ BR .

We define

T f (x) = T
(
f χBR

)
(x) +

∫

BcR

K (x, y) f (y) dy, a.e. x ∈ BR and R > 1.
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Note that the definition of T f above is consistent in the choice of R > 1 in the

sense that if S > R > 1 then the definition using BS coincides almost everywhere

in BR with the one just given.

Let us derive an expression for T f where T1 appears that will be useful for
the proof of our main result. Let x0 ∈ Rn and r0 > 0. For B = B(x0, r0) we write

f = ( f − fB)χB∗ + ( f − fB)χ(B∗)c + fB =: f1 + f2 + f3. (3.1)

Let us choose R > 0 such that B∗ ⊂ BR . Using (3.1) we get

T f (x) =T
(
f χBR

)
(x) +

∫

BcR

K (x, y) f (y) dy

=T (( f − fB)χB∗) (x)+T
(
( f − fB)χBR\B∗

)
(x)+ fBT

(
χBR

)
(x)

+
∫

BcR

K (x, y)( f (y) − fB) dy+ fB

∫

BcR

K (x, y) dy

=T (( f − fB)χB∗) (x) +
∫

(B∗)c
K (x, y)( f (y) − fB) dy + fBT1(x),

(3.2)

almost everywhere x ∈ B∗.

Proof of Theorem 1.1. First we shall see that conditions (i) and (ii) on T1 imply

that T is bounded from BMOH (Rn) into itself. In order to do this we will show
that there exists C > 0 such that the properties (Ak) and (Bk) stated in Section 2

hold for every k ∈ N and f ∈ BMOH (Rn) when the operator T is considered.
We start with (Ak). According to (3.2),

T f (x) = T
(
( f − fQk

)χQ∗
k

)
(x) +

∫

(Q∗
k )
c

K (x, y)( f (y) − fQk
) dy + fQk

T1(x),

almost everywhere x ∈ Qk . As T maps L
2(Rn) into L2(Rn), by using Hölder’s

inequality and [6, Corollary 3],

1

|Qk |

∫

Qk

∣∣∣T
(
( f − fQk

)χQ∗
k

)
(x)

∣∣∣ dx ≤C

(
1

|Qk |

∫

Qk

∣∣∣T
(
( f − fQk

)χQ∗
k

)
(x)

∣∣∣
2
dx

)1/2

≤ C

(
1

|Qk |

∫

Q∗
k

∣∣ f (x) − fQk

∣∣2 dx
)1/2

≤ C‖ f ‖BMOH (Rn).

On the other hand, given x ∈ Qk , by the size condition (1) of the kernel K it can be

checked in a standard way, see for instance [9], that

∣∣∣∣∣

∫

(Q∗
k )
c

K (x, y)
(
f (y) − fQk

)
dy

∣∣∣∣∣ ≤ C‖ f ‖BMOH (Rn).
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Finally, since (i) holds, we have

1

|Qk |

∫

Qk

∣∣ fQk
T1(x)

∣∣ dx = | fQk
| 1

|Qk |

∫

Qk

|T1(x)| dx ≤ C‖ f ‖BMOH (Rn).

Hence, we conclude that (Ak) holds for T with a constant C > 0 that does not

depend on k.

Now we have to prove that T satisfies (Bk) for a certain C > 0 that it is

independent of k. Let B = B(x0, r0) ⊆ Q∗
k , where x0 ∈ Rn and r0 > 0. Note that

if r0 ≥ γ (x0), then γ (x0) ∼ γ (xk) ∼ r0, hence proceeding as above we will have

1

|B|

∫

B

|T f (x) − (T f )B | dx ≤ 2

|B|

∫

B

|T f (x)| dx ≤ C‖ f ‖BMOH (Rn),

as soon as we have checked that
1

|B|

∫

B

|T1(x)| dx ≤ C . In the definition of T1

we can write

T1(x) = T (χQ∗∗
k

)(x) +
∫

(Q∗∗
k )c

K (x, y) dy, x ∈ Q∗
k .

Hence, by hypothesis (i) on T1, Hölder’s inequality and the size condition (1) on

the kernel K ,

1

|B|

∫

B

|T1(x)| dx ≤ C

|Qk |

∫

Qk

|T1(x)| dx + C

|Q∗
k |

∫

Q∗
k\Qk

|T1(x)| dx

≤ C +
(

C

|Q∗
k |

∫

Q∗
k

|T (χQ∗∗
k

)(x)|2 dx
)1/2

+
∫

Q∗
k\Qk

∫

(Q∗∗
k )c

K (x, y) dy dx ≤ C.

Assume that r0 < γ (x0). Using (3.2) we have that

1

|B|

∫

B

|T f (x) − (T f )B | dx ≤ 1

|B|

∫

B

1

|B|

∫

B

|T f1(x) − T f1(z)| dz dx

+ 1

|B|

∫

B

1

|B|

∫

B

|F2(x) − F2(z)| dz dx

+ 1

|B|

∫

B

|T f3(x) − (T f3)B | dx

=: L1 + L2 + L3,

where we defined

F2(x) =
∫

(B∗)c
K (x, y) f2(y) dy, x ∈ B,
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and f = f1 + f2 + f3 as in (3.1). By Hölder’s inequality and the boundedness in

L2(Rn) of T ,

L1≤
2

|B|

∫

B

|T f1(x)| dx ≤ C

(
1

|B|

∫

B∗
| f (x) − fB |2 dx

)1/2
≤ C‖ f ‖BMOH (Rn).

It is well-known, see for instance [9], that the smoothness property (2) of the kernel

K implies that

|F2(x) − F2(z)| ≤ C‖ f ‖BMOH (Rn), x, z ∈ B. (3.3)

Therefore, L2 ≤ C‖ f ‖BMOH (Rn). Finally, by using the assumption (ii) on T1
and [6, Lemma 2], it follows that

L3 = | fB | 1|B|

∫

B

|T1(x) − (T1)B | dx

≤ C‖ f ‖BMOH (Rn)

(
1+ log

γ (x0)

r0

)
1

|B|

∫

B

|T1(x) − (T1)B | dx

≤ C‖ f ‖BMOH (Rn).

Hence, we conclude that
1

|B|

∫

B

|T f (x) − (T f )B | dx ≤ C‖ f ‖BMOH (Rn) for all

B ⊂ Q∗
k and (Bk) is proved.

Let us now prove the converse statement. Suppose that T is a bounded operator

from BMOH (Rn) into itself. Since the function g(x) = 1, x ∈ Rn , belongs to

BMOH (Rn), T1 is in BMOH (Rn). Then property (i) holds and there exists C > 0

such that, for every ball B,

1

|B|

∫

B

|T1(y) − (T1)B | dy ≤ C.

Let x0 ∈ Rn and 0 < s < γ (x0). Consider the function f (·; s, x0) defined
in Lemma 2.1. Following the argument used in the estimate for the term L3 in

the proof of the first part of this Theorem and using the fact that f (·; s, x0) ∈
BMOH (Rn), we can find a constant C > 0 that does not depend on s and x0 such

that

log

(
γ (x0)

s

)
1

|B(x0, s)|

∫

B(x0,s)
|T1(y) − (T1)B | dy ≤ C.

Then, condition (ii) holds and the proof of Theorem 1.1 is complete.

3.2. Pointwise multipliers in BMOH(Rn)

Proposition 3.2. Let g be a measurable function on Rn . We denote by Tg the

multiplier operator defined by Tg( f ) = f g. Then Tg is a bounded operator in

BMOH (Rn) if and only if



T1 CRITERION FOR HERMITE-CALDERÓN-ZYGMUND OPERATORS 167

(i) g ∈ L∞(Rn); and
(ii) there exists C > 0 such that

log

(
γ (x)

s

)
1

|B(x, s)|

∫

B(x,s)
|g(y) − gB(x,s)| dy ≤ C,

for every x ∈ Rn and every ball B(x, s) with radius 0 < s ≤ γ (x), where γ is

given in (1.3).

Remark 3.3. Condition (ii) in Proposition 3.2 is fulfilled, for instance, when there
exists 0 < α ≤ 1 such that |g(x) − g(y)| ≤ C|x − y|α , x, y ∈ Rn .

Remark 3.4. If for some Hermite-Calderón-Zygmund operator T we have that T1
defines a pointwise multiplier in BMOH (Rn) then the proposition above and The-
orem 1.1 imply that T is a bounded operator on BMOH (Rn).

Proof of Proposition 3.2. If g is a measurable function in Rn satisfying the proper-

ties (i) and (ii) in Proposition 3.2 we can proceed as in the proof of Theorem 1.1 to

see that g defines a pointwise multiplier in BMOH (Rn) (note that the kernel of the
operator T = Tg is zero).

Suppose next that g is a pointwise multiplier in BMOH (Rn). For the function

f (·; s, x0) defined in Lemma 2.1 and any ball B = B(x0, s) with 0 < s < γ (x0)
2
,

by using [6, Lemma 2], we have

log

(
γ (x0)

s

)
1

|B|

∫

B

|g(x)| dx = 1

|B|

∫

B

| f (x)g(x)| dx

≤ 1

|B|

∫

B

|( f g)(x) − ( f g)B | dx + ( f g)B

≤ C‖ f ‖BMOH (Rn) +log
(

γ (x0)

s

)
‖ f g‖BMOH (Rn)

≤ C log

(
γ (x0)

s

)
‖ f ‖BMOH (Rn),

hence |g|B ≤ C with C independent of B. Therefore, g is bounded. On the other

hand, if x0 ∈ Rn and 0 < s < γ (x0) we have that

log

(
γ (x0)

s

)
1

|B(x0, s)|

∫

B(x0,s)
|g(x) − gB(x0,s)| dx

= 1

|B(x0, s)|

∫

B(x0,s)
|g(x) f (x; s, x0) − (g f (·; s, x0))B(x0,s)| dx

≤ ‖g f (·; s, x0)‖BMOH (Rn) ≤ C‖ f (·; s, x0)‖BMOH (Rn) ≤ C.

The constants C > 0 appearing in this proof do not depend on x0 ∈ Rn and 0 <
s < γ (x0).
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4. Applications

Let us recall some definitions and properties of the operators related to the harmonic

oscillator, see [18].

According to Mehler’s formula [18, page 2] the heat semigroup {WH
t }t>0 gen-

erated by −H is given, for every f ∈ L2(Rn), by

WH
t f (x) ≡ e−t H f (x) =

∫

Rn

W H
t (x, y) f (y) dy, x ∈ Rn and t > 0, (4.1)

where

WH
t (x, y)=

(
e−2t

π(1− e−4t )

)n/2
e
− 1
2

[
1+e−4t
1−e−4t

(
|x |2+|y|2

)
− 4e−2t
1−e−4t x ·y

]

, t>0, x, y∈Rn.

Applying S. Meda’s change of parameters t = t (s) = 1
2
log 1+s

1−s , 0 < s < 1, t > 0,

we obtain the following expression of the kernel of WH
t (s):

WH
t (s)(x, y) =

(
1− s2

4πs

)n/2

e
− 1
4

[
s|x+y|2+ 1

s
|x−y|2

]

, x, y∈Rn and s∈(0, 1). (4.2)

The semigroup {WH
t }t>0 is contractive in L p(Rn), 1 ≤ p ≤ ∞, and selfadjoint in

L2(Rn) but it is not Markovian. Moreover, for every f ∈ L p(Rn), 1 ≤ p < ∞,

lim
t→0+

WH
t f (x) = f (x) in L p(Rn) and a.e. x ∈ Rn .

The Poisson semigroup associated to H is given by Bochner’s subordination

formula:

PH
t f (x) ≡ e−t

√
H f (x) = 1

*(1/2)

∫ ∞

0

e−
t2

4u H f (x) e−u
du

u1/2
, t > 0. (4.3)

Suppose now that f ∈ BMOH (Rn). Clearly for every t ∈ (0,∞) and x ∈ Rn the

integral ∫

Rn

Wt (x, y) f (y) dy

is absolutely convergent. We define WH
t f and PH

t f , t > 0, by (4.1) and (4.3)

respectively.

In the following subsections we prove Theorems 1.4 and 1.5.

4.1. Maximal operators for the heat and Poisson semigroups associated with
the Hermite operator

Our systematic method developed in this paper (Theorem 1.1) allows us to show

that the maximal operators WH
∗ and PH

∗ , defined by W
H
∗ f = supt>0 |WH

t f | and
PH

∗ f = supt>0 |PH
t f |, are bounded from BMOH (Rn) into itself, for every n ∈ N.
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The leading idea is to express the operators we are dealing with in such a way

that the vector-valued setting can be applied, see Remark 1.2. Indeed, it is clear

that WH
∗ f = ‖WH

t f ‖E , with E = L∞((0,∞), dt). Hence, to see that WH
∗ maps

BMOH (Rn) into itself it is enough to show that

the operator V ( f ) :=(WH
t f )t>0 is bounded from BMOH (Rn) into BMOH (Rn;E).

Here BMOH (Rn; E) is defined in the obvious way by replacing the absolute values
|·| by norms ‖·‖E . It is well-known that V is bounded from L2(Rn) into L2(Rn; E),
see [16]. The desired boundedness result can be deduced from Remark 1.3 and the

following

Proposition 4.1. There exist positive constants C and c such that

(i) ‖WH
t (x, y)‖E ≤ C

|x − y|n e
−c

[
|x−y|2+|x ||x−y|

]
, x, y ∈ Rn , x -= y;

(ii)

∥∥∥∇xW
H
t (x, y)

∥∥∥
E

≤ C

|x − y|n+1 , x, y ∈ Rn , x -= y.

(iii) Moreover, ‖WH
t 1‖E ∈ L∞(Rn) and

∥∥∥∇WH
t 1

∥∥∥
E

∈ L∞(Rn).

Proof. (i) Observe that if x, y ∈ Rn , x · y > 0, then |x + y| ≥ |y| and for all
s ∈ (0, 1),

e
− 1
4

[
s|x+y|2+ 1

s
|x−y|2

]

≤ e−
1
8s |x−y|2e−

1
8

[
s|x+y|2+ 1

s
|x−y|2

]

≤ e−
1
8s |x−y|2e−

1
8 |x−y||x+y|

≤ e
− 1
8

[
1
s
|x−y|2+|y||x−y|

]

.

(4.4)

On the other hand, if x, y ∈ Rn , x · y ≤ 0, then |x − y| ≥ |y| and for all s ∈ (0, 1)

e
− 1
4

[
s|x+y|2+ 1

s
|x−y|2

]

≤ e−
1
4s |x−y|2 ≤ e−

1
8s |x−y|2e−

1
8s |y||x−y|

≤ e
− 1
8

[
1
s
|x−y|2+|y||x−y|

]

.

(4.5)

Therefore, (i) follows from (4.2), (4.4) and (4.5).

(ii) By (4.2),

∣∣∣∇xW
H
t (s)(x, y)

∣∣∣ ≤ C

sn/2

( |x − y|
s

+ s|x + y|
)
e
− 1
4

[
s|x+y|2+ 1

s
|x−y|2

]

≤ C

s(n+1)/2
e−

c
s
|x−y|2

≤ C

|x − y|n+1 , x, y ∈ Rn, x -= y, and s ∈ (0, 1).
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(iii) These properties can be easily deduced from the fact that

WH
t (s)1(x) = 1

(4
√

π)n/2

(
1− s2

1+ s2

)n/2

e
− s

1+s2 |x |2
, x ∈ Rn and s ∈ (0, 1). (4.6)

Indeed, we clearly have |WH
t (s)1(x)| ≤ C . Moreover,

|∇WH
t (s)1(x)| ≤ C

s

1+ s2
|x |e−

s

1+s2 |x |2 ≤ C

(
s

1+ s2

)1/2
e
− cs

1+s2 |x |2 ≤ C,

for all 0 < s < 1 and x ∈ Rn .

In order to see that the maximal operator associated with the Poisson semi-

group PH
∗ f = supt>0 |PH

t f | = ‖PH
t f ‖E is bounded from BMOH (Rn) into itself

we can proceed using the vector-valued setting and the boundedness for the max-

imal heat semigroup as follows. Let f ∈ BMOH (Rn). For any ball B we have
that

1

|B|

∫

B

∥∥∥PH
t f (x) −

(
PH
t f

)

B

∥∥∥
E
dx

= 1

|B|

∫

B

∥∥∥∥
1

*(1/2)

∫ ∞

0

WH
t2

4u

f (x)e−u
du

u1/2

− 1

|B|

∫

B

1

*(1/2)

∫ ∞

0

WH
t2

4u

f (y)e−u
du

u1/2
dy

∥∥∥∥
E

dx

= 1

|B|

∫

B

∥∥∥∥
1

*(1/2)

∫ ∞

0

WH
t2

4u

f (x)e−u
du

u1/2

− 1

*(1/2)

∫ ∞

0

1

|B|

∫

B

W H
t2

4u

f (y) dy e−u
du

u1/2

∥∥∥∥
E

dx

≤ C

∫ ∞

0

1

|B|

∫

B

∥∥∥∥W
H
t2

4u

f (x) − 1

|B|

∫

B

W H
t2

4u

f (y)dy

∥∥∥∥
E

dx e−u
du

u1/2

≤ C‖WH
∗ f ‖BMOH (Rn)

∫ ∞

0

e−u
du

u1/2
≤ C‖ f ‖BMOH (Rn).

If B = B(x0, r0) for x0 ∈ Rn and r0 ≥ γ (x0) then

1

|B|

∫

B

∥∥∥PH
t f (x)

∥∥∥
E
dx ≤ C

∫ ∞

0

1

|B|

∫

B

∥∥∥∥W
H
t2

4u

f (x)

∥∥∥∥
E

dx e−u
du

u1/2

≤ C
∥∥WH

∗ f
∥∥
BMOH (Rn)

∫ ∞

0

e−u
du

u1/2
≤ C‖ f ‖BMOH (Rn).

Therefore PH
∗ is bounded from BMOH (Rn) into itself.
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4.2. Littlewood-Paley g-functions for the heat and Poisson semigroups
associated with the Hermite operator

If {Tt }t>0 denotes the heat or Poisson semigroup for the Hermite operator, the
Littlewood-Paley g-function associated with {Tt }t≥0 is defined by

gTt f (x) =
(∫ ∞

0

∣∣∣∣t
∂

∂t
Tt f (x)

∣∣∣∣
2
dt

t

)1/2
.

It is clear that

gTt f = ‖t ∂

∂t
Tt f ‖F , where F := L2

(
(0,∞),

dt

t

)
.

In [15] it was established that gWH
t
defines a bounded operator from L2(Rn) into it-

self, or, in other words, the operator UWH
t
defined by UWH

t
f (x, t) := t

∂

∂t
W H
t f (x)

is bounded from L2(Rn) into L2(Rn; F). We denote by

K H (x, y) =
(
t
∂

∂t
W H
t (x, y)

)

t>0

, x, y ∈ Rn.

In order to show that gWH
t
is bounded from BMOH (Rn) into itself it suffices to

prove the following estimates and then apply Theorem 1.1.

Proposition 4.2. There exist positive constants C and c such that

(i) ‖K H (x, y)‖F ≤ C

|x − y|n e
−c

[
|x−y|2+|y||x−y|

]
, x, y ∈ Rn , x -= y;

(ii)

∥∥∥∇x K
H (x, y)

∥∥∥
F

≤ C

|x − y|n+1 , x, y ∈ Rn , x -= y.

(iii) Moreover, ‖UWH
t
1‖F ∈ L∞(Rn) and ‖∇UWH

t
1‖F ∈ L∞(Rn).

Proof. (i) Let us first note that, by using (4.2), (4.4) and (4.5),
∣∣∣∣∣
∂WH

t (s)

∂s
(x, y)

∣∣∣∣∣ ≤ C

(
1

1− s
+ 1

s
+ |x + y|2 + |x − y|2

s2

)(
1− s

s

)n/2

× e
− 1
4

[
s|x+y|2+ 1

s
|x−y|2

]

≤ C

(
1

1− s
+ 1

s

)(
1− s

s

)n/2

e
− 1
8

[
s|x+y|2+ 1

s
|x−y|2

]

≤ C
[
(1− s)n/2−1 + s−(n/2+1)

]

× e
− 1
8

[
1
s
|x−y|2+|y||x−y|

]

, x, y ∈ Rn, s ∈ (0, 1).

(4.7)
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Hence, applying Meda’s change of parameters t = t (s) = 1
2
log 1+s

1−s and (4.7) we
have

‖K H (x, y)‖F =


1
2

∫ 1

0

log

(
1+ s

1− s

) ∣∣∣∣∣
∂WH

t (s)

∂s
(x, y)

∣∣∣∣∣

2

(1− s2) ds




1/2

≤ C




∫ 1/2

0

e−
|x−y|2
8s

sn
ds

s
−

∫ 1

1/2
(1− s)n−1 log(1− s) ds




1/2

× e−
1
16

[
|x−y|2+|y||x−y|

]

≤ C

|x − y|n e
− 1
16

[
|x−y|2+|y||x−y|

]
, x, y ∈ Rn, x -= y.

(ii) This property was established in [15, Proposition 2.1].

(iii) By Meda’s change of parameters and (4.6),

‖UWH
t
1(x)‖2F ≤ C

∫ 1

0

log

(
1+ s

1− s

)
(1− s)n+1

(
s

1− s
+ |x |2

)2
e
− 2s

1+s2 |x |2
ds

≤C

∫ 1/2

0

(
s3+s|x |4

)
e−s|x |

2

ds−
∫ 1

1/2
(1−s)n−1 log(1−s) ds≤C,

for all x ∈ Rn . According to (4.6),

∇WH
t (s)1(x) = − 1

(4π)n/2

(
1− s2

1+ s2

)n/2
2sx

1+ s2
e
− s

1+s2 |x |2
, x ∈ Rn, s ∈ (0, 1).

Then

‖∇UWH
t
1‖2F

≤ C

∫ 1

0

log

(
1+ s

1− s

)
(1− s)

(
(1− s)n/2−1s3/2 + (1− s)n/2+1|x |

)2
e−

s
c
|x |2ds

≤ C, x ∈ Rn.

The boundedness in BMOH (Rn) of gPHt
can be deduced from the BMOH (Rn)-

boundedness of gWH
t
as in the previous subsection.

4.3. Hermite-Riesz transforms

For every i = 1, 2, . . . , n, the i-th Hermite-Riesz transform RHi is defined by

RHi f = ∂

∂xi
H−1/2 f, f ∈ C∞

c (Rn).
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Here C∞
c (Rn) denotes the space of the C∞-functions on Rn with compact support.

The negative square root of the Hermite operator is given by

H−1/2 f (x) = 1

*(1/2)

∫ ∞

0

WH
t f (x)

dt

t1/2
.

The operators RHi are bounded from L2(Rn) into itself and, for every f ∈ L2(Rn),

RHi f (x) = lim
ε→0+

∫

|x−y|>ε
RHi (x, y) f (y) dy, a.e. x ∈ Rn,

where

RHi (x, y) = 1

*(1/2)

∫ ∞

0

∂

∂xi
W H
t (x, y)

dt

t1/2
, x, y ∈ Rn, x -= y,

see [18] and [16]. By proceeding as in the proof of [17, Lemma 5.6] it can be

checked that

∣∣RHi (x, y)
∣∣ ≤ C

e−c
[
|x−y|2+|y||x−y|

]

|x − y|n , x, y ∈ Rn, x -= y, (4.8)

and (see also [16])

n∑

j=1

(∣∣∣∣
∂

∂x j
RHi (x,y)

∣∣∣∣+
∣∣∣∣

∂

∂y j
RHi (x,y)

∣∣∣∣

)
≤C

e−c
[
|x−y|2+|y||x−y|

]

|x − y|n+1 , x, y∈Rn, x -= y.

(4.9)

Hence, the Hermite-Riesz transforms are Hermite-Calderón-Zygmund operators.

Then, the boundedness in BMOH (Rn) of RHi can be deduced from Remark 3.4

and the following

Proposition 4.3. Let i = 1, . . . , n. Then g := RHi 1 defines a bounded pointwise

multiplier in BMOH (Rn).

Proof. We have to check conditions (i) and (ii) of Proposition 3.2. Since

RHi 1(x) = lim
ε→0+

∫

|x−y|>ε
RHi (x, y) dy, a.e. x ∈ Rn,

according to [17, Lemma 5.10], (i) holds. Assertion (ii) in Proposition 3.2 can be

proved by using the procedure developed in the proof of the corresponding property

for the variation operator given in the next section. Since that proof is more involved

than this one we prefer to put the complete description in the last subsection.

The proof of Theorem 1.4 is complete.

The last two subsections of this paper are devoted to prove Theorem 1.5.
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4.4. ρ-variation for the heat and Poisson semigroups associated
with the Hermite operator

Here we prove Theorem 1.5 for the semigroups {WH
t }t>0 and {PH

t }t>0.
Let us first analyze the operator Vρ(WH

t ), ρ > 2. If, as above, t = t (s) =
1
2
log 1+s

1−s , s ∈ (0, 1), then

sup
t j↘0

( ∞∑

j=1
|WH

t j
f (x) − WH

t j+1 f (x)|
ρ

)1/ρ

= sup
s j↘0
0<s j<1

( ∞∑

j=1
|WH

t (s j )
f (x) − WH

t (s j+1) f (x)|
ρ

)1/ρ
.

Therefore, when dealing with Vρ(WH
t ) the expression for the kernel WH

t (s)(x, y)

given by (4.2) can be used. In order to prove our result we apply Theorem 1.1 in

a vector-valued setting, see Remark 1.2. Consider the Banach space Eρ defined as

follows. A complex function h defined in [0,∞) is in Eρ , ρ > 2, when

‖h‖Eρ := sup
t j↘0

( ∞∑

j=1
|h(t j ) − h(t j+1)|ρ

)1/ρ
< ∞.

Clearly,

Vρ(WH
t )( f )(x) = ‖WH

t f (x)‖Eρ , x ∈ Rn.

It is known that Vρ(WH
t ) maps L2(Rn) into itself, see [3]. In order to prove that

Vρ(WH
t ) is bounded from BMOH (Rn) into itself it suffices to see that the operator

Vρ defined by

Vρ( f ) = (WH
t f )t>0, f ∈ BMOH (Rn),

is bounded from BMOH (Rn) into BMOH (Rn; Eρ). To this end, according to

Theorem 1.1, we only have to check that the kernel (WH
t (x, y))t>0 satisfies the

properties stated in the following

Proposition 4.4. Let ρ > 2. There exist positive constants C and c such that

(i) ‖WH
t (x, y)‖Eρ ≤ C

|x − y|n e
−c

[
|y||x−y|+|x−y|2

]
, x, y ∈ Rn , x -= y;
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(ii)

∥∥∥∇xW
H
t (x, y)

∥∥∥
Eρ

≤ C

|x − y|n+1 , x, y ∈ Rn , x -= y.

(iii) Moreover, Vρ(1) ∈ L∞(Rn; Eρ) and ∇Vρ(1) ∈ L∞(Rn; Eρ).

Proof. (i) Let {s j }∞j=1 ⊂ (0, 1) be a decreasing sequence such that lim j→∞ s j = 0.

By (4.7) we have

( ∞∑

j=1
|WH

t (s j )
(x, y) − WH

t (s j+1)(x, y)|
ρ

)1/ρ

≤
∞∑

j=1
|WH

t (s j )
(x, y) − WH

t (s j+1)(x, y)| ≤
∫ 1

0

∣∣∣∣
∂

∂s
W H
t (s)(x, y)

∣∣∣∣ ds

≤ Ce−
1
16

[
|x−y|2+|y||x−y|

] ∫ 1

0

(
(1− s)n/2−1 + s−(n/2+1)

)
e−

1
16s |x−y|2ds

≤ Ce−
1
16

[
|x−y|2+|y||x−y|

]
(∫ 1/2

0

1

sn/2
e−

1
16s |x−y|2 ds

s
+

∫ 1

1/2
(1− s)n/2−1ds

)

≤ Ce−
1
16

[
|x−y|2+|y||x−y|

] (
|x − y|−n

∫ ∞

0

un/2e−u
du

u
+ 1

)

≤ C

|x − y|n e
− 1
32

[
|x−y|2+|y||x−y|

]
, x, y ∈ Rn, x -= y.

(ii) This estimate was proved in [3, page 90].

(iii) By (4.6) we have

Vρ(WH
t )(1)(x) ≤

∫ 1

0

∣∣∣∣
∂

∂s
W H
t (s)1(x)

∣∣∣∣ ds

≤ C

∫ 1

0

[
(1− s)−1 + |x |2(1− s)

]
(1− s)n/2e

− s

1+s2 |x |2
ds

≤ C

(∫ 1/2

0

(1+ |x |2)e− s
2 |x |2ds +

∫ 1

1/2
(1− s)n/2−1 ds

)

= C, x ∈ Rn.
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This proves that Vρ(1) ∈ L∞(Rn; Eρ). By using again (4.6) we get

∞∑

j=1

∣∣∣∇
(
WH
t (s j )

1(x) − WH
t (s j+1)1(x)

)∣∣∣

≤C|x |
∞∑

j=1

∣∣∣∣∣∣
s j

1+s2j

(
1− s2j

1+ s2j

)n/2
e
− s j

1+s2
j

|x |2
− s j+1
1+ s2j+1

(
1− s2j+1
1+s2j+1

)n/2
e
− s j+1
1+s2

j+1
|x |2

∣∣∣∣∣∣

≤ C|x |
∫ 1

0

∣∣∣∣
∂

∂s

[
s

1+ s2
WH
t (s)1(x)

]∣∣∣∣ ds.

Since
∣∣∣∣
∂

∂s

[
s

1+ s2
WH
t (s)1(x)

]∣∣∣∣ ≤ C

(
(1− s)WH

t (s)1(x) + s
∂

∂s
W H
t (s)1(x)

)

≤ C

(
(1− s) + s

1− s
+ s(1− s)|x |2

)
(1− s)n/2e

− s

1+s2 |x |2

≤ C

(
1

1− s
+ s|x |2

)
(1− s)n/2e

− s

1+s2 |x |2
, x ∈ Rn and s ∈ (0, 1),

it follows that
∫ 1

0

∣∣∣∣
∂

∂s

[
s

1+s2 W
H
t (s)1(x)

]∣∣∣∣ ds≤C

∫ 1/2

0

(1+ s|x |2) e− s
c
|x |2 ds +(1+ |x |) e−c|x |2

≤ C

(
χ{|x |<1}(x) + 1

|x |2χ{|x |≥1}(x)
)

, x ∈ Rn.

Hence, ∇Vρ(1) ∈ L∞(Rn; Eρ).

To verify that the variation operator associated with the Poisson semigroup

Vρ(PH
t ) is bounded from BMOH (Rn) into itself we can proceed as in the final

part of Subsection 4.1 by replacing the space E by Eρ . Details are left to the reader.

4.5. ρ-variation of Hermite-Riesz transforms

In order to simplify the notation and computations we establish the BMOH -bound-

edness of the ρ-variation operator of the Hermite-Riesz transforms in dimension
one. The result in higher dimensions can be proved in a similar fashion. The rather

cumbersome computations are left to the interested reader.

As it was mentioned in Subsection 4.3, the Hermite-Riesz transform RH is a

Hermite-Calderón-Zygmund operator. For every ε > 0 we set

RHε f (x) =
∫

|x−y|>ε
RH (x, y) f (y) dy, x ∈ R.
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To describe the vector-valued setting, consider the Banach space Eρ given in Sub-

section 4.4. We have

Vρ(RHε ) f (x) := sup
ε j↘0

( ∞∑

j=1

∣∣∣RHε j f (x) − RHε j+1 f (x)
∣∣∣
ρ
)1/ρ

=
∥∥∥
( ∫

|x−y|>ε
RH (x, y) f (y) dy

)

ε>0

∥∥∥
Eρ

.

Now define the operator U by

U f (x) =
( ∫

|x−y|>ε
RH (x, y) f (y) dy

)

ε>0
, x ∈ R.

To prove that Vρ(RHε ) is bounded from BMOH (R) into itself it is enough to show
that the operator U given above is bounded from BMOH (R) into BMOH (R; Eρ).
For that we will apply Theorem 1.1 in this vector-valued setting. The first thing

to check is that U is a (vector-valued) Hermite-Calderón-Zygmund operator, see

Definition 3.1. On one hand, the size condition (1) in Definition 3.1 is valid (see

(4.8)). However, there is a problem with the smoothness condition (2). The problem

is due to the fact that the kernel of the operator U , namely
{
χ|x−y|>εR

H (x, y)
}
ε>0

in Eρ , cannot be differentiated with respect to x . If we follow the proof of the “if”

part of Theorem 1.1, we can see that the smoothness condition (2) in Definition 3.1

for the kernel K is only applied to prove (3.3). Hence, we must prove estimate (3.3)

for K = (kernel of the operator U) in an alternative way. This is done in Lemma
4.5 below. To overcome the difficulty of estimating a non-smooth kernel, the proof

of Lemma 4.5 uses a geometric argument introduced for the first time in [8]. Finally,

to conclude that U is bounded from BMOH (R) into BMOH (R; Eρ) we check
hypothesis (i) and (ii) of Theorem 1.1 on U1. Again, the difficulty arises when we

want to verify (ii) and the geometric argument of [8] will be needed.

4.5.1. Alternative proof of (3.3).

It is clear that we have to begin by proving the following

Lemma 4.5. Let f ∈ BMOH (R) and B = B(x0, r0), for some r0 > 0. Set

U( f2)(x) :=
∫

(B∗)c
χ|x−y|>ε(y)R

H (x, y) ( f (y) − fB) dy, x ∈ B.

Then ‖U( f2)(x) −U( f2)(z)‖Eρ ≤ C‖ f ‖BMOH (Rn), for all x, z ∈ B.

Proof. We shall use a variant of the geometric argument developed for the first time
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in [8]. Let x, y ∈ B. We can write

‖U( f2)(x) −U( f2)(y)‖Eρ

=
∥∥∥∥∥

(∫

|x−z|>ε
RH (x, z)( f (z) − fB)χ(B∗)c(z) dz

)

ε>0

−
(∫

|y−z|>ε
RH (y, z)( f (z) − fB)χ(B∗)c(z) dz

)

ε>0

∥∥∥∥∥
Eρ

≤
∥∥∥∥∥

(∫

|x−z|>ε
(RH (x, z) − RH (y, z))( f (z) − fB)χ(B∗)c(z) dz

)

ε>0

∥∥∥∥∥
Eρ

+ sup
ε j↘0

( ∞∑

j=1

∣∣∣
∫ ∞

−∞
(χε j+1<|x−z|<ε j (z) − χε j+1<|y−z|<ε j (z))

× RH (y, z)( f (z) − fB)χ(B∗)c(z) dz
∣∣∣
ρ)1/ρ

=: A1(x, y) + sup
ε j↘0

A2,ε j (x, y).

(4.10)

By Minkowski’s inequality and the smoothness of RH (x, y),

A1(x, y) ≤
∫ ∞

−∞

∣∣∣RH (x, z) − RH (y, z)
∣∣∣| f (z) − fB |χ(B∗)c(z) dz

≤ C

∞∑

k=0

∫

2k+2r0<|x0−z|≤2k+3r0

|x − y|
|x0 − z|2 | f (z) − fB | dz

≤ C

∞∑

k=0

r0

(2kr0)2

∫

|x0−z|≤2k+3r0
| f (z) − fB | dz ≤ C‖ f ‖BMOH (R).

We now estimate A2,ε j . Here we need to introduce the geometric argument

of [8]. The factor χ{ε j+1<|x−z|<ε j } − χ{ε j+1<|y−z|<ε j } will be non-zero if either
χ{ε j+1<|x−z|<ε j } = 1 and χ{ε j+1<|y−z|<ε j } = 0 or χ{ε j+1<|x−z|<ε j } = 0 and

χ{ε j+1<|y−z|<ε j } = 1. This means that the integral in A2,ε j will be non-zero in

the following cases

• ε j+1 < |x − z| < ε j and |y − z| < ε j+1,
• ε j+1 < |x − z| < ε j and |y − z| > ε j ,
• ε j+1 < |y − z| < ε j and |x − z| < ε j+1,
• ε j+1 < |y − z| < ε j and |x − z| > ε j .

In the first case we observe that, ε j+1 < |x−z| ≤ |x− y|+|y−z| < |x− y|+ε j+1.
Analogously in the third case we have ε j+1 < |y − z| ≤ |x − y| + |x − z| < |x −
y|+ε j+1. In the second case we have ε j < |y−z| ≤ |y−x |+|x−z| < |x− y|+ε j
and analogously in the fourth case we have ε j < |x − z| ≤ |x − y| + |y − z| <
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|x − y| + ε j . We fix 1 < q < ρ. Therefore, using Hölder’s inequality and the

continuous inclusion ,1 ⊂ ,ρ/q ,

A2,ε j (x, y)

≤
[ ∞∑

j=1

∣∣∣
∫

(B∗)c
χ{ε j+1<|x−z|<|x−y|+ε j+1}(z)χ{ε j+1<|x−z|<ε j }(z)|RH (y,z)|| f (z)− fB | dz

∣∣∣
ρ]1/ρ

+
[ ∞∑

j=1

∣∣∣
∫

(B∗)c
χ{ε j<|y−z|<|x−y|+ε j }(z)χ{ε j+1<|x−z|<ε j }(z)|RH (y, z)|| f (z) − fB | dz

∣∣∣
ρ]1/ρ

+
[ ∞∑

j=1

∣∣∣
∫

(B∗)c
χ{ε j+1<|y−z|<|x−y|+ε j+1}(z)χ{ε j+1<|y−z|<ε j }(z)|RH (y,z)|| f (z)− fB |dz

∣∣∣
ρ]1/ρ

+
[ ∞∑

j=1

∣∣∣
∫

(B∗)c
χ{ε j<|x−z|<|x−y|+ε j }(z)χ{ε j+1<|y−z|<ε j }(z)|RH (y, z)|| f (z)− fB |dz

∣∣∣
ρ]1/ρ

≤ C
[ ∞∑

j=1

( ∫

(B∗)c
χ{ε j+1<|x−z|<ε j }(z)|RH (y, z)|q | f (z) − fB |q dz

)ρ/q]1/ρ
|x − y|1/q ′

+
[ ∞∑

j=1

( ∫

(B∗)c
χ{ε j+1<|y−z|<ε j }(z)|RH (y, z)|q | f (z) − fB |q dz

)ρ/q]1/ρ
|x − y|1/q ′

≤ C
[ ∫

(B∗)c
|RH (y, z)|q | f (z) − fB |q dz

]1/q
|x − y|1/q ′

≤ C

[ ∞∑

k=1

∫

2kr0<|x0−z|<2k+1r0

1

|y − z|q | f (z) − fB |q dz
]1/q

|x − y|1/q ′

≤ C

[ ∞∑

k=1

1

(2kr0)
q

∫

|x0−z|<2k+1r0
| f (z) − fB |q dz

]1/q
|x − y|1/q ′

= C

[ ∞∑

k=1

1

(2k)q−1
1

2kr0

∫

|x0−z|<2k+1r0
| f (z) − fB |qdz

]1/q ( |x − y|
r0

)1/q ′

≤ C‖ f ‖BMOH (R).

This concludes the proof of Lemma 4.5.

At this point, as we remarked above, to prove the boundedness of U from

BMOH (Rn) into BMOH (Rn; Eρ) we need to verify that U1 satisfies hypothesis
(i) and (ii) of Theorem 1.1 in this vector-valued setting.
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4.5.2. U1 satisfies hypothesis (i) of Theorem 1.1

First note that, by using the properties of the function γ , it is enough to verify
this hypothesis only for the balls Qk defined by the covering by critical balls, see

Section 2. We observe that by [4, Theorem A] and (4.8) we have

1

|Qk |

∫

Qk

‖U1(x)‖Eρ dx

≤ 1

|Qk |

∫

Qk

‖U(χQ∗
k
)(x)‖Eρ dx + 1

|Qk |

∫

Qk

∫

(Q∗
k )
c

|RH (x, y)| dy dx

≤
(

1

|Qk |

∫

Qk

‖U(χQ∗
k
)(x)‖2Eρ

dx

)1/2
+ C

|Qk |

∫

Qk

∫

(Q∗
k )
c

e−c
[
|x−y|2+|x ||x−y|

]

|x − y| dy dx

≤ C

[
1+ 1

|Qk |

∫

Qk

∫

(Q∗
k )
c

e−c
[
|x−y|2+|x ||x−y|

]

|x − y| dy dx

]
=: C(1+ Lk).

Note that if x ∈ Qk and y ∈ (Q∗
k)
c, then |x − y| ≥ γ (xk). We now distinguish two

cases. If |xk | ≤ 1 then γ (xk) = 1/2 and we can write

Lk ≤ 1

|Qk |

∫

Qk

∫

(Q∗
k )
c

e−c|x−y|
2

|x − y| dy dx ≤ 2

∫ ∞

−∞
e−cu

2

du.

On the other hand, if |x | ≥ 1, γ (x) ∼ 1
|x | . Moreover, γ (x) ∼ γ (xk) provided that

x ∈ Qk . Hence, if |xk | ≥ 1 we get

Lk ≤ 1

|Qk |

∫

Qk

∫

|x−y|≥γ (xk)

e−c|x−y|/γ (xk)

|x − y| dy dx

≤ C

|Qk |

∫

Qk

∫

|x−y|≥γ (xk)

γ (xk)

|x − y|2 dy dx = C.

Therefore, hypothesis (i) in Theorem 1.1 holds.

4.5.3. U1 satisfies hypothesis (ii) of Theorem 1.1.

Let B = B(x0, r0), where x0 ∈ R and 0 < r0 < γ (x0). Let

R(k)(x, y) := x − y

4π

∫ γ (xk)
2

0

(
log

1+ s

1− s

)−1/2
e−

|x−y|2
4s

(s(1− s2))1/2
ds

s
, x, y ∈ R.
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It is clear that for every 0 < ε < η < ∞,
∫
ε<|x−y|<η R

(k)(x, y) dy = 0. Let

x, y ∈ B, then

‖U1(x) −U1(y)‖Eρ

=sup
ε j

[ ∞∑

j=1

∣∣∣
∫

ε j+1<|x−z|<ε j

RH (x, z) dz −
∫

ε j+1<|y−z|<ε j

RH (y, z) dz
∣∣∣
ρ
]1/ρ

= sup
ε j

[ ∞∑

j=1

∣∣∣
∫

ε j+1<|x−z|<ε j

(RH (x, z) − R(k)(x, z)) dz

−
∫

ε j+1<|y−z|<ε j

(RH (y, z) − R(k)(y, z)) dz
∣∣∣
ρ
]1/ρ

≤sup
ε j

[ ∞∑

j=1

∣∣∣
∫

ε j+1<|x−z|<ε j

(RH (x,z)−R(k)(x,z)−RH (y,z)+R(k)(y,z))dz
∣∣∣
ρ
]1/ρ

+ sup
ε j

[ ∞∑

j=1

∣∣∣
∫ ∞

−∞
(χ{ε j+1<|y−z|<ε j }(z) − χ{ε j+1<|x−z|<ε j }(z))

× (RH (y, z) − R(k)(y, z)) dz
∣∣∣
ρ
]1/ρ

≤
∫ ∞

−∞

∣∣∣RH (x, z) − R(k)(x, z) − RH (y, z) + R(k)(y, z)
∣∣∣ dz

+ sup
ε j

[ ∞∑

j=1

∣∣∣
∫ ∞

−∞
(χ{ε j+1<|y−z|<ε j }(z) − χ{ε j+1<|x−z|<ε j }(z))

× (RH (y, z) − R(k)(y, z)) dz
∣∣∣
ρ
]1/ρ

=: Z1(x, y) + sup
ε j↘0

Z2,ε j (x, y), x, y ∈ B.

(4.11)

Estimate of Z1. The difference involving R
H − R(k) in Z1 is decomposed, up to the
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multiplicative constant (2π)−1, as follows

RH (x, z) − R(k)(x, z) − (RH (y, z) − R(k)(y, z))

=
∫ x

y

∂

∂u
(RH (u, z) − R(k)(u, z)) du

=
∫ x

y






∫ 1

0

(
log

1+ s

1− s

)−1/2
e
− 1
4

[
s(u+z)2+ 1

s
(u−z)2

]

(s(1− s2))1/2

×
[
1

2

(
1

s
+ s

)
− 1

4

(
s(u + z) + u − z

s

)2]
ds

−
∫ γ (xk)

2

0

(
log

1+s
1−s

)−1/2
e−

|u−z|2
4s

(s(1−s2))1/2

[
1

2s
− 1

4

(
u−z

s

)2]
ds




 du

=
∫ x

y






∫ 1

0

(
log

1+ s

1− s

)−1/2
e
− 1
4

[
s(u+z)2+ 1

s
(u−z)2

]

(s(1− s2))1/2

×
[
−s + s2

2
(u + z)2 + (u + z)(u − z)

]
ds

+
∫ 1

γ (xk)2

(
log

1+s
1−s

)−1/2
e
− 1
4

[
(s(u+z)2+ 1

s
(u−z)2

]

(s(1− s2))1/2

[
−1
s
+ 1
2

(
u−z

s

)2]
ds

+
∫ γ (xk)

2

0

(
log

1+ s

1− s

)−1/2
1

(s(1− s2))1/2

[
−2
s

+ 1

2

(
u − z

s

)2]

× 2

[
e
− 1
4

[
s(u+z)2+ 1

s
(u−z)2

]

− e−
|u−z|2
4s

]
ds




 du

=: I1(x, y, z) + I2(x, y, z) + I3(x, y, z), x, y ∈ Q∗
k , y < x and z ∈ R.

(4.12)
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For I1 we have that

∫ ∞

−∞
|I1(x, y, z)| dz

≤ C

∫ ∞

−∞

∫ x

y

∫ 1

0

(
log

1+ s

1− s

)−1/2
e
− 1
8

[
s(u+z)2+ 1

s
(u−z)2

]

(s(1− s))1/2
ds du dz

≤ C

∫ x

y

∫ 1

0

(
log

1+ s

1− s

)−1/2
1

(s(1− s))1/2

∫ ∞

−∞
e−

|u−z|2
8s dz ds du

≤ C

∫ x

y

∫ 1

0

(
log

1+ s

1− s

)−1/2
1

(1− s)1/2
ds du

≤ C|x − y|, x, y ∈ Q∗
k , y < x .

(4.13)

For I2,

∫ ∞

−∞
|I2(x, y, z)| dz

≤
∫ ∞

−∞

∫ x

y

[∫ 1/2

γ (xk)2
+

∫ 1

1/2

](
log

1+ s

1− s

)−1/2
e−

|u−z|2
8s

s3/2(1− s)1/2
ds du dz

≤ C

∫ x

y

[
1+

∫ 1/2

γ (xk)2

1

s2

∫ ∞

−∞
e−

t2

8s dt dz

]
du

≤ C

∫ x

y

[
1+

∫ 1/2

γ (xk)2

1

s3/2
ds

]
du ≤ |x − y|

γ (xk)
, x, y ∈ Q∗

k , y < x .

(4.14)

For I3,

∫ ∞

−∞
|I3(x, y, z)| dz

≤C

∫ ∞

−∞

∫ x

y

∫ γ (xk)
2

0

1

s

∣∣∣ − 1

2s
+ 1

4

(u − z

s

)2∣∣∣
∣∣∣e−

1
4 s(u+z)2 − 1

∣∣∣e−
1
4

(u−z)2
s ds du dz

≤ C

∫ ∞

−∞

∫ x

y

∫ γ (xk)
2

0

1

s
(u + z)2e−

1
8

(u−z)2
s ds du dz

≤ C

∫ x

y

∫ γ (xk)
2

0

1

s

∫ ∞

0

(
u2 + t2

)
e−

t2

16s dt ds du

≤C

∫ x

y

∫ γ (xk)
2

0

1+ u2

s1/2
ds du≤ Cγ (xk)

(
|x3−y3| + |x−y|

)
, x, y∈Q∗

k , y< x .
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Since |x3 − y3| ≤ |x − y|(x2 + y2 + |xy|) and γ (a) ∼ γ (xk), a ∈ Q∗
k , it follows

that |x3 − y3| ≤ C|x − y|/γ (xk)
2, x, y ∈ Q∗

k . Hence

∫ ∞

−∞
|I3(x, y, z)| dz ≤ C

|x − y|
γ (xk)

, x, y ∈ Q∗
k . (4.15)

We conclude, by combining (4.12)–(4.15), that

Z1(x, y) ≤ C
|x − y|
γ (xk)

, x, y ∈ Q∗
k . (4.16)

Estimate of Z2,ε j . To this end, let us decompose R
H (y, z) − R(k)(y, z), up to the

multiplicative constant (4π)−1, as follows

RH (y, z) − R(k)(y, z)

=
∫ 1

0

(
s

1− s2
log

1+ s

1− s

)−1/2
s(y + z)

1− s2
e
− 1
4

[
s(y+z)2+ 1

s
(y−z)2

]

ds

+
∫ 1

γ (xk)2

(
s

1− s2
log

1+ s

1− s

)−1/2
y − z

s(1− s2)
e
− 1
4

[
s(y+z)2+ 1

s
(y−z)2

]

ds

+
∫ γ (xk)

2

0

(
s

1− s2
log

1+ s

1− s

)−1/2
y − z

s(1− s2)

×
[
e
− 1
4

[
s(y+z)2+ 1

s
(y−z)2

]

− e−(y−z)2/4s
]
ds

=: J1(y, z) + J2(y, z) + J3(y, z), y, z ∈ R.

(4.17)

By proceeding as in the geometric analysis of (4.10) we can obtain

∣∣∣
∫ ∞

−∞
(χε j+1<|x−z|<ε j (z) − χε j+1<|y−z|<ε j (z))(R

H (y, z) − R(k)(y, z)) dz
∣∣∣

≤ C

[∫ ∞

−∞
χε j+1<|y−z|<ε j (z)

∣∣∣RH (y, z) − R(k)(y, z)
∣∣∣
q

dz

]1/q
|x − y|1/q ′

+ C

[∫ ∞

−∞
χε j+1<|x−z|<ε j (z)

∣∣∣RH (y, z) − R(k)(y, z)
∣∣∣
q

dz

]1/q
|x − y|1/q ′

,

x, y ∈ R,
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where 1 < q < ∞. We take 1 < q < ρ. Then, by (4.17),

Z2,ε j (x, y)

≤C




( ∞∑

j=1

∫ ∞

−∞
χε j+1<|y−z|<ε j (z)

∣∣∣RH (y, z) − R(k)(y, z)
∣∣∣
q

dz

)ρ/q



1/ρ

|x−y|1/q ′

+C
[ ∞∑

j=1

(∫ ∞

−∞
χε j+1<|x−z|<ε j (z)

∣∣∣RH (y, z) − R(k)(y, z)
∣∣∣
q

dz

)ρ/q
]1/ρ

|x−y|1/q ′

≤ C

(∫ ∞

−∞

∣∣∣RH (y, z) − R(k)(y, z)
∣∣∣
q

dz

)1/q
|x − y|1/q ′

≤ C

3∑

j=1

[∫ ∞

−∞
|J j (y, z)|q dz

]1/q
|x − y|1/q ′

, x, y ∈ R.

(4.18)

For J1, Minkowski’s inequality implies that
[∫ ∞

−∞
|J1(y, z)|q dz

]1/q

≤ C

∫ 1

0

(
(1− s) log

1+ s

1− s

)−1/2 [∫ ∞

−∞
e−

q|y−z|2
8s dz

]1/q
ds ≤ C,

(4.19)

for y ∈ R.
For J2,

[∫ ∞

−∞
|J2(y, z)|qdz

]1/q

≤ C

∫ 1

γ (xk)2

(
log

1+ s

1− s

)−1/2
1

s(1− s)1/2

[∫ ∞

−∞
e−

q|y−z|2
8s dz

]1/q
ds

≤ C

∫ 1

γ (xk)2

(
log

1+ s

1− s

)−1/2
s−1+1/2q

(1− s)1/2
ds

≤ Cγ (xk)
−1/q ′

, y ∈ R.

(4.20)

For J3 we have that

|J3(y, z)| ≤ C

∫ γ (xk)
2

0

|y − z|
s2

∣∣∣e−
s(y+z)2

4 − 1

∣∣∣e−
(y−z)2
4s ds

≤ C(y + z)2
∫ γ (xk)

2

0

e−
(y−z)2
8s

s1/2
ds, y, z ∈ R.

(4.21)
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Then, since γ (y) ∼ γ (xk) provided that y ∈ Q∗
k ,[∫ ∞

−∞
J3(y, z)

q dz

]1/q

≤ C

∫ γ (xk)
2

0

1

s1/2

[∫ ∞

−∞

(
y2q + t2q

)
e−qt

2/8sdt

]1/q
ds

≤ Cy2
∫ γ (xk)

2

0

s(1−q)/2q ds + C

∫ γ (xk)
2

0

s(1+q)/2q ds

≤ Cy2γ (xk)
(q+1)/q + Cγ (xk)

(3q+1)/q

≤ C
γ (xk)

(q+1)/q

γ (y)2
+ Cγ (xk)

(3q+1)/q ≤ Cγ (xk)
−1/q ′

, y ∈ Q∗
k .

(4.22)

By combining now (4.18)–(4.22) we conclude that, for every x, y ∈ B,

sup
ε j

Z2,ε(x, y) ≤ C

( |x − y|
γ (xk)

)1/q ′

. (4.23)

This finishes the estimate of Z2,ε j .

From (4.11), (4.16) and (4.23) we deduce that

‖U1(x) −U1(y)‖Eρ ≤ C

[
r0

γ (xk)
+

(
r0

γ (xk)

)1/q ′]
,

for every x, y ∈ B. Then, by [6, Lemma 2.2], since γ (xk) ∼ γ (x0), it follows that

1

|B|2
∫

B

∫

B

‖U1(x) −U1(y)‖Eρ dy dx ≤ C

[
r0

γ (xk)
+

(
r0

γ (xk)

)1/3]
.

We leave to the reader to check that this is stronger than hypothesis (ii) in Theo-

rem 1.1. Hence the proof of Theorem 1.5 is finished.
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