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Holomorphic Extensions of Formal Objects

JAVIER RIBÓN

Abstract. We are interested on families of formal power series in (C, 0) parameter-
ized by Cn ( f̂ = ∑∞

m=0 Pm(x1, . . . , xn)xm ). If every Pm is a polynomial whose
degree is bounded by a linear function (deg Pm ≤ Am + B for some A > 0 and
B ≥ 0) then the family is either convergent or the series f̂ (c1, . . . , cn, x) �∈ C{x}
for all (c1, . . . , cn) ∈ Cn except a pluri-polar set. Generalizations of these results
are provided for formal objects associated to germs of diffeomorphism (formal
power series, formal meromorphic functions, etc.). We are interested on describ-
ing the nature of the set of parameters where f̂ = ∑∞

m=0 Pm(x1, . . . , xn)xm

converges. We prove that in dimension n = 1 the sets of convergence of the
divergent power series are exactly the Fσ polar sets.

Mathematics Subject Classification (2000): 32D15 (primary); 31A15, 32S65,
40A05 (secondary).

1. – Introduction

There are some dynamical systems with associated formal fibered diffeo-
morphisms; for instance formal linearizing applications related to small divisors
problems. We study series of the form

f̂ (x1, . . . , xn, x) =
∞∑

m=0

Pm(x1, . . . , xn)xm where Pm ∈ C[x1, . . . , xn]

and deg Pm ≤ Am + B for some A > 0 and B ≥ 0. We denote the set
of such series as C[x1, . . . , xn][[x]]A,B . We say that f̂ converges on the line
(x1 = c1) ∩ . . . ∩ (xn = cn) if f̂ (c1, . . . , cn, x) ∈ C{x}. The set of lines is
parameterized by Cn . It is known that

Proposition 1.1. Let f̂ be an element of C[x1, . . . , xn][[x]]A,B. Then f̂ con-
verges in a neighborhood of x = 0 if and only if f̂ converges on (x1 = c1)∩. . .∩(xn =
cn) for every (c1, . . . , cn) ∈ Cn.
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We do not need to test convergence in all the lines in order to assure
convergence in a neighborhood of x = 0.

Proposition 1.2. Let f̂ be an element of C[x1, . . . , xn][[x]]A,B. If f̂ converges
on an open set (in Cn) of lines, then f̂ converges.

This result can be proved using elementary techniques involving topics like
Baire’s theorem and Cauchy’s integration formula.

We can improve a lot Proposition 1.2. Nadirashvili’s lemma allows to
change open by Lebesgue non-null measurable sets. But the sets of positive
measure are far from being optimal, for instance in dimension 1 we have

Proposition 1.3. Let f̂ be an element of C[t][[x]]A,B. If f̂ converges on a
connected set (with more than one element) of lines, then f̂ converges.

An elementary proof will be provided in next section. Our main tools will
be Baire’s theorem, Lagrange’s interpolation formula and Stirling’s formula. A
unified approach to the previous results is possible by using complex analysis
and specially potential and pluri-potential theories.

Theorem 1.1. [5] If f̂ ∈ C[x1, . . . , xn][[x]]A,B converges on the lines con-
tained in a non pluri-polar set (in Cn), then f̂ is a convergent function in the
neighborhood of x = 0.

Open sets, non-null measurable sets and connected subsets of C with more
than one element are not pluri-polar. Theorem 1.1 is a generalization of all the
previous propositions.

We say that f̂ ∈ C[[x1, . . . , xn]] converges on a germ of curve γ (t) if f̂ ◦γ (t)
converges. Theorem 1.1 has an analogue for power series in C[[x, x1, . . . , xn]]
and lines trough the origin. The application

� : (x, x1, . . . , xn) → (x, xx1, . . . , xxn)

maps lines of the form (x1 = c1) ∩ . . . ∩ (xn = cn) to lines through the ori-
gin. Moreover, it induces an isomorphism of rings between C[[x, x1, . . . , xn]]
and C[x1, . . . , xn][[x]]1,0. Since lines through the origin are parameterized by
Pn−1(C) next corollary makes sense

Corollary 1.1. If an element of C[[x1, . . . , xn]] converges on a non pluri-
polar set of lines through the origin, then it does converge.

The aim of this work is to extend the previous results. There are formal
objects associated to geometrical models in a natural way. As an example
consider the holomorphic germs of diffeomorphism in (Cn, 0). A germ ϕ ∈
Diff (Cn, 0) whose linear part j1ϕ is the identity can be written in the form

ϕ = exp(X̂), X̂ =
n∑

i=1

âi
∂

∂xi
, âi ∈ C[[x1, . . . , xn]] ∀i ∈ {1, . . . , n} .
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The exponential can be defined for any formal nilpotent vector field by the
formula

exp(X̂) =
( ∞∑

m=0

X̂m(x1)

m!
, . . . ,

∞∑
m=0

X̂m(xn)

m!

)
.

This formula gives the analytic expression of the exponential for convergent
vector fields. The structure of the logarithm X̂ of a germ of diffeomorphism
ϕ (ϕ = exp(X̂)) is not really known. We only know that X̂ is likely to be
summable in suitable domains.

Any formal vector field X̂ supports a formal 1-dimensional foliation. This
foliation is identified with the class of formal vector fields generically colinear
to X̂ ; X̂ and Ŷ belong to the same class if there exist f̂ and ĝ non-zero power
series such that f̂ X̂ = ĝŶ . We will say that the foliation supported by X̂ is
convergent if there is a convergent vector field generically colinear to X̂ .

The elements of the quotient field of C[[x1, . . . , xn]] will be called formal
meromorphic functions. The formal meromorphic function f̂ /ĝ is convergent if
there exist convergent germs of function f and g (g �= 0) such that f̂ g = ĝ f .
The formal foliation supported by a formal vector field X̂ = ∑n

i=1 âi
∂

∂xi
is

convergent if and only if all the formal meromorphic functions âi/âj ({i, j} ⊂
{1, . . . , n}) are convergent.

The foliation supported by the logarithm of a germ of diffeomorphism (such
that j1ϕ = I d) can have formal first integrals, as formal power series or formal
meromorphic functions. For instance, consider

ϕ = (x + x2 + x3, y + y2 + y3) = exp(X̂) = exp
(

â(x)
∂

∂x
+ â(y)

∂

∂y

)
.

Since z �→ z+z2+z3 is formally but not analytically conjugated to z �→ z/(1−z),
then ϕ is formally conjugated to

α =
(

x

1 − x
,

y

1 − y

)
= exp

(
x2 ∂

∂x
+ y2 ∂

∂y

)

but â(z) is divergent. The foliation supported by x2 ∂
∂x + y2 ∂

∂y has a pure

meromorphic first integral (y − x)/xy and X̂ has a first integral

Ĥ = ĥ(y) − ĥ(x)

ĥ(x)ĥ(y)

where ĥ(z) is the formal divergent conjugation between z �→ z + z2 + z3 and
z �→ z/(1 − z). The first integral Ĥ is divergent (it’s the product of 1/xy
times a divergent power series). The foliation supported by X̂ is divergent as
â(x)/â(y) is.
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We will provide an example of germ of diffeomorphism whose logarithm
has a formal logarithmic function as a first integral. We call formal logarithmic

function an expression of the form f̂
λ1
1 . . . f̂

λp
p where f̂i ∈ C[[x1, . . . , xn]] and

λi ∈ C for all 1 ≤ i ≤ p. By definition f̂
λ1
1 . . . f̂

λp
p converges if there exist

formal units ûi such that ûi f̂i ∈ C{x1, . . . , xn} for all 1 ≤ i ≤ p and û
λ1
1 . . . û

λp
p

converges. This definition generalizes the notions of convergence of formal
power series and formal meromorphic functions. We prove:

Proposition 1.4. Let f̂ be a formal logarithmic function f̂
λ1
1 . . . f̂

λp
p . If f̂

converges on a non pluri-polar set of lines, then f̂ converges.

The lines through the origin are not so special. In dimension n = 2 we can
change the radial fibration by any germ of dicritical foliation (dicritical means
that the foliation has infinitely many integral curves). The set of integral curves
I (ω) of a germ of foliation ω in (C2, 0) has the structure of a finite union
of analytic manifolds. This is a consequence of Seidenberg’s desingularization
theorem [8]; we can apply it to desingularize ω via a finite number of blow-ups.
Then, the number of dicritical (i.e., generically transversal to ω) components
of the divisor D is finite. For each dicritical component S of D we exclude
a finite set ES; more precisely ES is the union of the singular set of ω in S
and the corners of S (i.e., the intersection of S with the remaining components
of D). The set S \ ES is biholomorphic to P1(C) minus a finite set, moreover
each point in S \ ES is contained in the strict transform of a unique invariant
curve of ω. A curve non-parameterized by any S \ ES passes through a singular
point of ω in D. This set is finite and since the singularities are irreducible
the set of remaining curves is finite.

We can define what a polar set of integral curves is because polarity is a
local property. We consider V1, . . ., Vp the one dimensional maximal manifolds
contained in I (ω). We say that a formal logarithmic function f̂ converges on
a non pluri-polar set of integral curves of ω if f̂ converges on a non pluri-polar
set of curves in some Vi (i ∈ {1, . . . , p}). In this context we prove:

Proposition 1.5. Convergence of a formal logarithmic function on a non pluri-
polar set of integral curves implies convergence.

Instead of enlarging the objects and fibrations whom we can apply theorems
of forced convergence we can characterize the sets of lines of convergence of
divergent power series. We solve completely the problem in dimension n = 1.
Theorems in [3], [6], [4], [5] shows that the set of lines of convergence of an
element of C[t][[x]]A,B is either C or a Fσ polar set. We prove in this article
the reciprocal theorem.

Theorem 1.2. Let F be a Fσ polar set and let A and B real constants such that
A > 0 and B ≥ 0. There exists a divergent power series f̂F ∈ C[t][[x]]A,B such
that f̂F converges on the lines in F and diverges on the others.
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We really prove the theorem for A = 1 and B = 0. The other cases are
deduced immediately from this one. The series f̂ F is quite lacunar i.e., there
are plenty of zeros in the Taylor power series development of f̂ F . Our theorem
is a sort of Deny’s theorem; Deny’s theorem says that the minus infinity levels
of subharmonic functions are exactly the Gδ polar sets. This result proves that
the choice of potential and pluri-potential theories is the good one. As an
immediate corollary of the theorem we obtain

Corollary 1.2. Let F ⊂ P1(C) be a Fσ polar set. There exists a divergent
power series f̂F ∈ C[[x, y]] such that f̂F converges on the lines in F and diverges
on the others.

In the last part of the article we work with series in C[t][[x]]A,B . For
A = 1 and B = 0 the statements can be translated to C[[x, y]] via the change
of coordinates t = y/x .

We want to know how a subset of C is approximated by Fσ sets. We
divide the subsets of C in three groups: big, small and mixed sets. A set E is
small if there exists a divergent power series in C[t][[x]]A,B converging on E ,
i.e., E is small if it is contained in a Fσ polar set. A set E is big if all the
Fσ sets containing E have logarithmic capacities bounded below by a positive
constant. The remaining sets are the mixed ones.

We define for any f̂ ∈ C[t][[x]]A,B the complex function r [ f̂ ](t) which
associates to t ∈ C the radius of convergence of f̂ (t, x).

If a series f̂ ∈ C[t][[x]]A,B converges on E ⊂ C then we define

G E ( f̂ ) = inf
t∈E

{r [ f̂ ](t)(1 + |t |A)} , (G E( f̂ ) ∈ [0, ∞]) .

The factor 1+|t |A enters in the formula because the radius of convergence r(t)
of a convergent element of C[t][[x]]A,B in a neighborhood of x = 0 is such
that [3]

r(t) ≥ C

1 + |t |A for some constant C > 0 .

We deduce that f̂ ∈ C[t][[x]]A,B converges in a neighborhood of x = 0 if and
only if GC( f̂ ) is bigger than 0. We note that if GC( f̂ ) > 0 then f̂ is the power
series development of an analytic function defined in |x | < GC( f̂ )/(1 + |t |A).
Theorem 1.1 proves the convergence of f̂ in a neighborhood of x = 0 and
Hartogs lemma allows to extend f̂ to |x | < GC( f̂ )/(1 + |t |A). We have

Proposition 1.6. Let E ⊂ C be a big set. Then there exists a constant CE > 0
such that GC( f̂ ) ≥ CE G E( f̂ ) for any power series f̂ ∈ C[t][[x]]A,B converging
on E.

Proposition 1.7. Let E ⊂ C be a mixed set. Then

inf{GC( f̂ )/G E( f̂ ) / ∀ f̂ ∈ C[t][[x]]A,B converging on E} = 0 .

Acknowledgements. I am grateful to Ricardo Pérez Marco for introducing
me to this subject. I thank the referee for the helpful suggestions.



662 JAVIER RIBÓN

2. – Motivation

In this section we present how potential theory is related to problems of
convergence. The next results contain the germ of the ideas we will use later.

Proposition 2.1. Let f̂ be an element of C[t][[x]]A,B. If f̂ converges on a
connected set (with more than one element) of lines E ⊂ C then f̂ is convergent in
a neighborhood of x = 0.

Proof. We denote by [λ] the integer part of a real number λ. Let f̂ be∑∞
m=0 Pm(t)xm . We can suppose, by doing a linear transformation in t , that

0 and 1 belong to E . For any ε ∈ (0, 1) the intersection E ∩ (|t | = ε) is
not empty. If not, the sets E ∩ (|t | < ε) and E ∩ (|t | > ε) would be disjoint
open non-empty subsets of E . That’s not possible because E is connected. We
define for N ∈ N the sets

AN = {t ∈ C such that |Pm(t)| ≤ N m ∀m > 0} .

All the sets AN (N ∈ N) are closed. We define the set BN ⊂ [0, 1] (N ∈ N) as
the intersection of [0, 1] and the image of AN by the application t �→ |t |. The
sets BN (N ∈ N) are also closed. Since ∪N∈N BN = [0, 1] then Baire’s theorem
implies that there exists M ∈ N such that the interior of BM is not empty. We
choose an interval [t0, t0 + ε] contained in BM (ε > 0). The behavior of f̂ in
AM will lead us to obtain global properties of the family of polynomials Pm

(m > 0). Let us define h(m) = [Am + B]; we choose h(m) + 1 points in AM

such that
|ai | = t0 + ε

h(m)
i for all i ∈ {0, . . . , h(m)}

Since deg Pm ≤ h(m) we use Lagrange’s interpolation formula to obtain

Pm(t) =
h(m)∑
i=0

Pm(ai )
(t − a0) . . . (t − ai−1)(t − ai+1) . . . (t − ah(m))

(ai − a0) . . . (ai − ai−1)(ai − ai+1) . . . (ai − ah(m))
.

We denote (ai − a0) . . . (ai − ai−1)(ai − ai+1) . . . (ai − ah(m)) by d(i). We notice
that |ai | ≤ 1 for i ∈ {0, . . . , h(m)} and then

|Pm(t)| ≤ (h(m) + 1)(1 + |t |)h(m)Mm

mini∈{0,...,h(m)} d(i)
.

We have that |ai − aj | ≥ (|i − j |ε)/h(m) because |ai − aj | ≥ ||ai | − |aj ||. This
fact leads us to

di ≥
(

ε

h(m)

)h(m)

i!(h(m) − i)! =
(

ε

h(m)

)h(m) h(m)!(h(m)

i

) .
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The maximum of
(h(m)

i

)
(i ∈ {0, . . . , h(m)}) is

( h(m)

[h(m)/2]

)
and then

|Pm(t)| ≤ (h(m) + 1)(1 + |t |)h(m)Mm 1

εh(m)

(
h(m)

[h(m)/2]

)
Ceh(m)

√
2πh(m)

.

for a C > 0 by Stirling’s formula. Since
( h(m)

[h(m)/2]

)
< 2h(m) the root criterium

proves that f̂ (t, x) converges in a neighborhood of x = 0, moreover f̂ (t, x)

converges in D/(1 + |t |)A for some constant D > 0.

The proof splits in two steps, to find uniform bounds in a “well distributed”
set of points using Baire’s theorem and then to estimate the coefficients of f̂ us-
ing Lagrange’s interpolation formula. The obstruction to convergence is located
in the denominators of Lagrange’s formula. Suppose we have a polynomial
Pj (t) ∈ C[t] of degree j − 1 and let us fix a compact set K . We choose
j points a1, . . ., aj in K and we use them as nodes of interpolation. The
geometric average of the denominators of Lagrange’s interpolation formula is

 ∏
1≤k<l≤ j

|ak − al |


2
j

.

We think of this number as an approximate lower bound for all denominators.
We define the j-diameter of K

δj (K ) = sup
(a1,...,aj )∈K j

 ∏
1≤k<l≤ j

|ak − al |


1

(
j
2)

.

The sequence δj (K ) is decreasing [7] (p. 153) and the limit δ(K )= limj→∞ δj (K )

is called the transfinite diameter of K . We have:

Every f̂ ∈ C[t][[x]]A,B converging on K is convergent ⇔ δ(K ) > 0 .

This result will not be proved explicitly. Anyway, the implication ⇒ is a
consequence of Theorem 6.1 whereas the implication ⇐ is a consequence of
Theorem 3.1. Those results are expressed in the language of potential theory.
The connection between the approach in this section and the potential-theoretic
one is made by

Theorem 2.1 (Fekete-Szëgo (see [7] p. 153)). Let K ⊂ C be a compact set,
then

δ(K ) = c(K ) .

The number c(K ) is by definition the logarithmic capacity of K . A set is
polar if and only if its logarithmic capacity is 0.
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3. – Convergence on lines

Next theorem is the main tool in this section.

Theorem 3.1. [5] Consider f̂ ∈ C[x1, . . . , xn][[x]]A,B and suppose that f̂
converges on a non pluri-polar set S (S ⊂ Cn) of lines. Then f̂ converges.

We refer the reader to [9] and [7] for definitions and applications in potential
theory. The analogous theory in more than one complex variable is developed
in [2].

Theorem 3.1 is a consequence of two results. These results are analogous
to those used in Proposition 2.1. We will use that a countable union of Borel
pluri-polar sets is pluri-polar playing the role of Baire’s theorem, and Bernstein-
Walsh lemma instead of Lagrange’s interpolation formula.

Lemma 3.1 (Bernstein-Walsh). (see [7] p. 156) If � ⊂ Cm is not pluri-polar
and P is a polynomial of degree d, then we have for z ∈ Cm :

|P(z)| ≤ ||P||C0(�)e
dV�(z) .

We define L, the set of pluri-subharmonic functions defined in Cm of
minimal growth i.e., u(z) − ln ||z|| is bounded above when ||z|| �→ ∞. Given a
subset � ⊂ Cm , we define

V�(z) = sup{u(z) / u ∈ L , u|� ≤ 0} .

The upper semi-continuous regularization V�
∗ of V� is called the pluri-sub-

harmonic Green function of �. This function V�
∗ is either pluri-subharmonic

or identically +∞. We are in the former case when � is not pluri-polar.
The Bernstein-Walsh lemma approximates polynomials in terms of the func-

tion V�. Since V�
∗ belongs also to L the behavior of V�

∗ in a neighborhood of
∞ is quite simple. Based on this fact we present a corollary of the Bernstein-
Walsh lemma; it is a sort of version at ∞ similar to Nadirashvili’s lemma. The
corollary can be used instead of the lemma in order to prove Theorem 3.1.

Corollary 3.1. If � ⊂ Cm is not pluri-polar then there exist R > 0 and
K > 0 such that if P is a polynomial of any degree d we have

|P(z)| ≤ ||P||C0(�)K d ||z||d ∀z s.t. ||z|| ≥ R .

We can now prove Theorem 3.1.

Proof of Theorem 3.1. We develop f̂ as a power series in the variable x

f̂ =
∞∑

j=0

Pj (x1, . . . , xn)x j .
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We consider the closed sets AN (N ∈ N):

AN = {(x1, . . . , xn) ∈ Cn / |Pj (x1, . . . , xn)| ≤ N j ∀ j > 0} .

The set S is contained in ∪N∈N AN . There exists M ∈ N such that AM is not
pluri-polar because the countable union of Borel pluri-polar sets is pluri-polar.
We have produced the uniform bounds in the set AM .

We apply the Bernstein-Walsh lemma to the polynomials Pj ( j > 0) and
to the set AM :

|Pj (x1, . . . , xn)| ≤ M j e(Aj+B)VAM
(x1,...,xn) ≤ M j e

(Aj+B)V ∗
AM

(x1,...,xn)
.

For each compact subset K in Cn the function V ∗
AM

is bounded above by a
constant σ and in consequence:

|Pj (x1, . . . , xn)| ≤ (MeAσ )
j
eBσ for (x1, . . . , xn) ∈ K and j > 0 .

The previous inequalities prove that f̂ converges uniformly in a neighborhood
of K × {0} towards a function f̃ . Since K can be any compact set the power
series f̂ defines a convergent function in a neighborhood of x = 0.

Remark 3.1. Keeping the notations in the previous proof, the set of lines
of convergence of f̂ is ∪N∈N AN , which is a countable union of closed sets,
i.e., a Fσ set.

Remark 3.2. Since the Green function belongs to L then there ex-
ist constants C1 ∈ R and C2 > 0 such that V ∗

AM
< log ||x1, . . . , xn|| + C1

for ||x1, . . . , xn|| > C2. As a consequence a convergent element f of
C[x1, . . . , xn][[x]]A,B converges in

|x | <
Cf

1 + ||x1, . . . , xn||A for some Cf > 0 .

We have worked with elements of C[x1, . . . , xn][[x]]A,B , lines invariant by
∂
∂x and convergence in a neighborhood of x = 0. Since we are interested
on properties of germs we will change the setup, we will consider formal
power series or other formal objects, integral curves of the radial vector field
x1

∂
∂x1

+ . . .+ xn
∂

∂xn
and convergence in the neighborhood of the origin. A series

f̂ ∈ C[[x1, . . . , xn]] converges in a line λ(a1, . . . , an) (λ ∈ C) if the series
f̂ (a1t, . . . , ant) is convergent. Theorem 3.1 implies

Corollary 3.2. Let f̂ ∈ C[[x1, . . . , xn]] be a formal power series. Suppose
that f̂ converges on a non pluri-polar of lines (in Pn−1(C)) through the origin. Then
f̂ converges.

The proof is straightforward. We make a blow-up of the origin and we
remark that the transformed of f̂ restricted to each affine chart belongs to a
ring isomorphic to C[y2, . . . , yn][[y1]]1,0.
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4. – Formal logarithmic functions

We are going to extend Corollary 3.2 to more general objects than power
series. These objects can be attached to geometrical ones in a natural way. We
present a couple of examples related to diffeomorphisms.

Example. Consider a diffeomorphism of the form

ϕ = (x1(1 + f ), . . . , xn(1 + f )), f ∈ C{x1, . . . , xn} .

All the lines through the origin are invariant by ϕ. If f (0, 0) = 0 then j1ϕ = I d
and there exists a formal vector field X̂ such that ϕ = exp(X̂). We denote by
ϕr (r ∈ Pn−1(C)) the 1-dimensional germ of diffeomorphism defined in the line
through the origin r by restriction of ϕ and centered at 0. We define S as
the set of lines r ∈ Pn−1(C) such that ϕr is the exponential of a convergent
vector field. Corollary 3.2 applied to the coefficients of X̂ proves that either
X̂ is convergent or S is pluri-polar. It is possible to precise the nature of S.
We call Cϕ the set of r ∈ Pn−1(C) such that the order of contact of ϕr with
the identity is not minimum, this set is analytic. Moreover, we have S \ Cϕ is
analytic in Pn−1(C)\Cϕ; the proof is based on summability theory. The formal
vector field X̂ can be summed in suitable domains [1]; the domains depend
continuously on r for r �∈ Cϕ . Then X̂ is convergent on r if all the sums
coincide by restriction to r . That provides analytic equations defining S.

As we have already seen the foliation supported by a logarithm of a
germ of diffeomorphism can have a divergent meromorphic first integral. We
present an example of logarithmic first integral. We remind the reader that
a formal logarithmic function is an expression of the form f̂

λ1
1 . . . f̂

λp
p where

f̂i ∈ C[[x1, . . . , xn]] and λi ∈ C for all i ∈ {1, . . . , p}. By definition f̂
λ1
1 . . . f̂

λp
p

converges if there exist formal units ûi such that ûi f̂i ∈ C{x1, . . . , xn} for all
i ∈ {1, . . . , p} and û

λ1
1 . . . û

λp
p converges.

Example. Consider the germ (λ �∈ R−)

α =
(

x

1 − x
, y(1 − x)λ

)
= exp

(
x2 ∂

∂x
− λxy

∂

∂y

)
.

The logarithm of α supports the foliation � = (λydx + xdy = 0). By con-
struction the singularity of � at 0 is simple. We make a small perturbation
of α

ϕ =
(

x

1 − x
, y(1 − x)λ + k(x)

)
= exp

(
x

(
x

∂

∂x
− (λy + ĥ)

∂

∂y

))
,

we choose k(x) ∈ (x3) because that implies ĥ ∈ (x, y)2. The foliation �̂

supported by the logarithm of ϕ has only two smooth formal integral curves,
tangent to x = 0 and y = 0 respectively. The formal integral curve tangent to
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x = 0 is x = 0. We will show next that there exists k(x) ∈ (x3) such that the
integral curve tangent to y = 0 is divergent. The integral curve y − ĝ(x) = 0
(ĝ ∈ C[[x]]) satisfies

(y − ĝ(x)) ◦ ϕ ◦ (x, ĝ(x)) = 0 .

This equation is equivalent to

(1) ĝ
(

x

1 − x

)
= ĝ(x)(1 − x)λ + k(x) .

We choose for x/(1−x) petals P+ and P−, attractive and repulsive respectively,
such that (1 − x)λ is a unit in both of them and P+∩ P− is connected. Consider
x0 ∈ P+ ∩ P− and k(x) = x3/(x − x0). A possible choice is x0 = i . If ĝ(x)

is convergent then ĝ admits two convergent extensions g+ and g− to P+ and
P− respectively. The extensions are obtained by iteration using equation 1. It’s
easy to prove that g− is holomorphic in a neighborhood of x0 and that g+ has
a pole of order one in x0. But that’s not possible because g+ = g− = ĝ in a
neighborhood of 0 and P+ ∩ P− is connected. We deduce that the the formal
integral curve of �̂ tangent to y = 0 is divergent. The formal function xλy
is a first integral of � ≡ [d(xλy)/xλ−1 = 0]; since �̂ is formally conjugated
to � then the formal foliation �̂ has a first integral of the form xλ ŷ (�̂ ≡
[d(xλ ŷ)/xλ−1 = 0]) where ŷ = 0 is a divergent smooth formal curve tangent
to y = 0.

We will prove now the analogue of Corollary 3.2 for formal logarithmic
functions. We will denote π the application of blow-up of the origin.

Proposition 4.1. Let f̂ = f̂
λ1
1 . . . f̂

λp
p be a formal logarithmic function and

suppose that f̂ converges on a non pluri-polar set of lines through the origin. Then f̂
converges.

Proof. We will make the proof in three steps:

(1) We will make a blow-up of the origin and we will prove that f̂ converges
in a neighborhood of the exceptional divisor minus an analytic set.

(2) We will show that the result in dimension 2 implies the result in any
dimension because of the Weierstrass preparation theorem.

(3) We will show the theorem in dimension 2.

First step. We call S f̂ the set of lines in which f̂ converges. Let νk be

the order of f̂k . The series f̂k can be written in the form

f̂k = fk,νk + fk,νk+1 + . . .

where fk, j are homogeneous polynomials of degree j and fk,νk �= 0. We make
a blow-up of the origin and take coordinates in the first chart. We have

f̂ (y1, y1 y2, . . . , y1 yn) = f̂1(y1, y1 y2, . . . , y1 yn)
λ1

. . . f̂ p(y1, y1 y2, . . . , y1 yn)
λp

.
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We define the analytic set E = ( f1,ν1 = 0) ∪ . . . ∪ ( fp,νp = 0); the set E is a
union of lines through the origin. We make a new parametrization of the lines
through the origin which are not contained in E by doing a ramification in E .
In coordinates we have

y1 = w1 f1,ν1(1, w2, . . . , wn) . . . fp,νp (1, w2, . . . , wn)

y2 = w2

...

yn = wn .

The function f̂1 is transformed into the function

w1
ν1 f1,ν1

ν1+1 f2,ν2
ν1 . . . fp,νp

ν1 + . . . + w1
j f1,ν1

j f2,ν2
j . . . fp,νp

j f1, j + . . .

We can divide this expansion by w1
ν1 f1,ν1

ν1+1 f2,ν2
ν1 . . . fp,νp

ν1 and we obtain

1 + a1
1(w2, . . . , wn)w1 + a1

2(w2, . . . , wn)w1
2 + . . .

where a1
j (w2, . . . , wn) is a polynomial of degree at most (ν1 + . . . + νp + 1) j

for all j ∈ N. The degree grows linearly with j . Repeating the same process
with all the f̂k (k ∈ {1, . . . , p}) we see that the convergence of f̂ in a non
pluri-polar set of lines implies the same property for

H
def= exp

λ1 ln

1 +
∞∑

j=1

a1
j w1

j

 + . . . + λp ln

1 +
∞∑

j=1

a p
j w1

j

 .

Developing the right side of the previous equality we write H in the form∑∞
j=0hj (w2, . . . , wn)w1

j . By using the power series expansions of ln(1 + x)

and exp(x) in a neighborhood of 0 we deduce that hj is a polynomial of degree
at most (ν1 + . . . + νp + 1) j for all j ∈ N.

The set E ∪ (x1 = 0) is pluri-polar and then S f̂ \ (E ∪ (x1 = 0)) is not

pluri-polar. We deduce that H is convergent (Theorem 3.1) and then f̂ is
convergent in the neighborhood of π−1(0) \ (E ∪ (x1 = 0)). By changing the
chart we obtain that f̂ is convergent in the neighborhood of π−1(0) \ E .

Second step. Suppose we know how to prove the proposition when n = 2.
Up to a linear change of coordinates we can write f̂1 in the form

f̂1 = û(x1, . . . , xn)(xn
m + âm−1xn

m−1 + . . . + â0)

where m is minimal, û is a formal unit and all the âj ( j ∈ {0, . . . , m−1}) belong
to C[[x1, . . . , xn−1]]. This is the formal version of Weierstrass preparation
theorem. We denote pr : (x1, . . . , xn) �→ (x1, . . . , xn−1). We consider the set
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Pn of vectorial 2-planes in Cn containing the line (x1 = 0)∩. . .∩(xn−1 = 0). The
projection pr establishes a bijection between the set of such 2-planes and the
lines through the origin in (x1, . . . , xn−1) (which are parameterized by Pn−2(C)).
For any 2-plane P ∈ Pn except maybe a proper analytic set An ⊂ Pn−2(C)

the series f̂ converges on all the lines through the origin contained in P
except maybe a finite set. Since the proposition is true in dimension 2 then
f̂1|P = û1,P f1,P where û1,P is a formal unit in P and f1,P is a convergent
germ on P . Applying Weierstrass preparation theorem to f̂1,P is the same
that applying the preparation theorem to f̂1 and then to make the restriction
to P . We deduce that the series âi (i ∈ {0, . . . , m − 1}) converges on pr(P).
Since pr(Pn \ An) is the complementary of an analytic set of lines and then
non pluri-polar we deduce that âi ∈ C{x1, . . . , xn−1} for all i ∈ {0, . . . , m − 1}
(Corollary 3.2). We have f̂i = ûi fi for all i ∈ {0, . . . , m − 1} (ûi is a formal
unit and fi is convergent). The result is proved by applying Corollary 3.2 to
û

λ1
1 . . . û

λp
p .

Third step. We can make several blow-ups in order to simplify the formal
curve f̂1 . . . f̂ p = 0. We denote πr the composition of all the blow-ups. We ask
πr to be a desingularization of f̂1 . . . f̂ p = 0. Moreover, we choose πr such that
the strict transforms of f̂ j = 0 and f̂k = 0 pass through different points Pj and
Pk respectively of the exceptional divisor π−1

r (0) if j �= k. Using the method
of the first step we want to see that f̂ ◦ πr converges in a neighborhood of
πr

−1(0). We will call D the component of πr
−1(0) corresponding to the first

blow-up. As in the first step the function f̂ ◦ πr converges in a neighborhood
of D except a finite set F . The set F contains two types of points, namely
intersections of irreducible components of πr

−1(0) with D (corners) and points
of D contained in the strict transform of any f̂k = 0 (1 ≤ k ≤ p).

Let us consider a component D1 of πr
−1(0) and a finite subset F1 ⊂ D1.

We will prove that if f̂ ◦πr converges in a neighborhood of D1 \ F1 then f̂ ◦πr

converges in a neighborhood of D1. Suppose this result is true, then f̂ ◦ πr

will be convergent in a neighborhood of D. First step provides convergence
in the neighborhood of D′ \ F ′ where F ′ ⊂ D′ is a finite set and D′ is any
component of πr

−1(0) such that D′ ∩ D �= ∅. By making D1 = D′ we obtain
convergence of f̂ ◦ πr in a neighborhood of D′. Convergence of f̂ ◦ πr in a
neighborhood of πr

−1(0) is proved by induction.
We choose an affine chart (a, b) centered in a point in F1. We can suppose

that a = 0 is the local equation of D1. There exists a neighborhood V ⊂ (a = 0)

of (0, 0) such that f̂ ◦πr converges in a neighborhood of V \{0}. We can assume
that if (0, 0) is a corner then b = 0 is the equation of the other component of
πr

−1(0) passing through (a, b) = (0, 0). If there exists (it’s always unique) a
strict transform of a f̂k = 0 (k ∈ {1, . . . , p}) passing through (a, b) = (0, 0) we
call it ĝ = 0. The formal function f̂ ◦ πr is of the form

aµ1bµ2 ĝµ3 û(a, b) s.t. {ĝ, û} ⊂ C[b][[a]]A,B for some A and B .
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The function f̂ ◦πr converges in a neighborhood of (a, b) = (0, 0) because we
can apply Theorem 3.1 to û if µ3 = 0 and to ĝû1/µ3 if µ3 �= 0. Convergence
in a neighborhood of D1 is now proved.

Since f̂ ◦πr converges in a neighborhood of πr
−1(0) then f̂ j ◦πr defines a

convergent curve in the neighborhood of Pj . This curve defines an analytic curve
γ (s) in the neighborhood of 0 by undoing the blow-ups. The ideal of formal
power series d̂ such that d̂ ◦ γ = 0 is prime, principal and has a convergent
generator f j (by the Weierstrass division theorem). We have f̂ j = û j f j for
some formal unit û j and all 1 ≤ j ≤ p. The end of the proof is like in the
second step.

Remark 4.1. The Proposition 4.1 is true for formal meromorphic functions
because meromorphic implies logarithmic.

5. – Changing the fibration

A germ of foliation is dicritical if it supports infinitely many invariant
curves. The radial fibration is the easiest dicritical foliation, anyway in di-
mension 2 its role can be played by any other dicritical foliation. We replace
convergence on lines through the origin by convergence on integral curves of
the foliation. By definition a formal logarithmic function f̂ converges on a
curve � if f̂ ◦ γ converges for a Puiseux parametrization γ of �.

Proposition 5.1. Let f̂ = f̂
λ1
1 . . . f̂

λp
p be a formal logarithmic function and �

a dicritical germ of foliation. If f̂ converges on a non pluri-polar set of integral
curves of � then it does converge.

Proof. We know that � admits a desingularization (making blow-ups of
points) with a finite number of dicritical components [8]. All the integral curves
except a finite number cut one of these dicritical components. There exists a
dicritical component C0 ∼ P1(C) and a non pluri-polar set S0 ⊂ C0 such that �

is transversal to C0 on S0 and f̂ converges on restriction to the leaves of
� passing through points of S0. This is a consequence of the definition of
convergence on non pluri-polar sets of integral curves.

We notice that we can reduce the problem to the case where C0 is the
divisor of the first blow-up. In general there is an application µ which is a finite
composition of blow-ups µ1, . . ., µr of (0, 0), . . ., Pr−1 ∈ (µ1 ◦ . . . ◦ µr−1)

−1(0)

respectively. Then
f̂ ◦ µ1 ◦ . . . ◦ µr−1

is convergent in a neighborhood of Pr−1 because we can undo the last blow-up
µr by taking C0 = µ−1

r (Pr−1). Convergence of f̂ in the neighborhood of Pr−2,
. . ., (0, 0) is obtained by an iterative application of Proposition 4.1.
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From now on we suppose that C0 = π−1(0). Our aim is transforming �

in the radial fibration. The radial fibration is always transversal to π−1(0)

whereas � can have singularities and tangencies. We are going to make �

transversal to π−1(0) by doing a ramification in all the places where � is not
transversal to π−1(0). This set is finite, we denote it by {Q1, . . . , Qs}; we
can suppose that it’s contained in the first chart of the blow-up of 0 (x = x ,
y = xt). The foliation π∗� is given by the 1-form

A(x, t)dx + (B1(x, t)x + B0(t))dt .

The polynomial B0(t) is not identically 0 because � is generically transversal
to π−1(0). The set {Q1, . . . , Qs} is the set of zeros of B0(t). If d = deg(B0)

we consider the ramification σ in coordinates (x, y):

σ =
{

x = x[xd B0(y/x)]
2

y = y[xd B0(y/x)]
2
.

The foliation π∗σ ∗� is transversal to π−1(0) except maybe in a subset of
{Q1, . . . , Qs}. In coordinates (x, t) we have σ(x, t) = (x2d+1 B0(t)

2, t), as a
consequence π∗σ ∗� = (σ ◦ π)∗� is generically colinear to

(A ◦ σ)(2x2d+1d(B0(t)) + B0(t)d(x2d+1)) + ((B1 ◦ σ)x2d+1 B0(t) + 1)dt ,

which is always transversal to x = 0. A theorem of Poincaré shows that there
exists a diffeomorphism ϕ ∈ Diff (C2, 0) which conjugates the radial fibration
and σ ∗�. The lines through the origin are transformed in leaves of � by σ ◦ϕ.
The value of f̂ ◦ σ ◦ ϕ restricted to a line l is a ramification around the origin
of the restriction of f̂ to (σ ◦ ϕ)(l). The function f̂ ◦ σ ◦ ϕ is convergent
by Proposition 4.1 and then f̂ ◦ σ is also convergent; the function f̂ ◦ π is
convergent in a neighborhood of π−1(0) \ {Q1, . . . , Qs}. Proposition 4.1 proves
the convergence of f̂ .

Remark 5.1. The same result is true for formal power series and formal
meromorphic functions because both are particular cases of formal logarithmic
functions.

6. – Optimality of the results

We can be much more precise if the parameter space is 1-dimensional. Next
theorem characterizes any subset of C which is the set of lines of convergence
of an element of C[t][[x]]A,B .

Theorem 6.1. Let E be a subset of C, then there exists a divergent element of
C[t][[x]]A,B converging on the lines in E and diverging on the lines in C \ E if and
only if E is a Fσ polar set.
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We introduce the Harnack distance for a domain in P1(C); it is a key tool
of the proof.

Definition: Let D be a domain in P1(C). Given z, w ∈ D, the Harnack
distance between z and w is the smallest number τD(z, w) such that, for every
positive harmonic function h on D,

τD(z, w)−1h(w) ≤ h(z) ≤ τD(z, w)h(w) .

The main properties of the Harnack distance are (see [7] p. 14):

• (Subordination principle) Let f : D1 → D2 be a holomorphic map between
domains D1 and D2 in P1(C). Then

τD2( f (z), f (w)) ≤ τD1(z, w) (z, w ∈ D1)

with equality if f is a conformal mapping of D1 onto D2.
• If D1 ⊂ D2 then τD2(z, w) ≤ τD1(z, w) (z, w ∈ D1). This is trivially

deduced from the subordination principle by taking f equal to the inclusion
map.

• If D is a domain of P1(C), then log τD is a continuous semimetric on D.
In particular τD is a continuous function.

Proof of Theorem 6.1. The implication ⇒ is already proved (Theorem 3.1
and Remark 3.1).

(⇐) We can suppose A = 1 and B = 0. If there exists f̂ = ∑∞
j=0 Pn(t)xn ∈

C[t][[x]]1,0 converging on the lines in E and diverging elsewhere then we
consider f (x, t) ◦ (xd , t) for some d ∈ N. This series converges on the same
lines than f̂ and it belongs to C[x][[t]]A,B for d ≥ A−1.

If E = ∅ then f̂ = ∑∞
n=0 n!xn does not converge on any line. We suppose

from now on that E is a non-empty Fσ polar set. There exists a family of
non-empty compact polar sets {Kj }j∈N

, where Kj ⊂ Kj+1 for all j ∈ N, such
that E = ∪j∈NKj . We want to express E as a countable union of disjoint
compact polar sets. Since

E = K1 ∪ (K2 \ K1) ∪ (K3 \ K2) ∪ . . .

it is enough to write Kj+1 \ Kj ( j > 1) as a countable disjoint union of compact
polar sets.

We define over Kj+1 ( j > 1) the function T (t) = d(t, Kj ). The function T
is continuous, proper and such that T −1(0) = Kj . We have

|T (x) − T (y)| = |d(x, Kj ) − d(y, Kj )| ≤ d(x, y) = |x − y|

and in consequence (cf. [7] p. 137) c(T (Kj+1)) ≤ c(Kj+1) = 0. The set
T (Kj+1) ⊂ R is a polar set and then totally disconnected. There exists a strictly
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decreasing sequence {λn}n∈N of real positive numbers such that limn→∞ λn = 0
and λn �∈ T (Kj+1) for all n > 0. The sets

T −1[λ1, ∞) , T −1[λ2, λ1] , T −1[λ3, λ2] , . . .

are compact, different ones are disjoint and their union is Kj+1 \ Kj .
The set E is equal to ∪j∈N Mj where for all j > 0 the set Mj is compact

and polar and Mj ∩ Mk = ∅ if j �= k. We can suppose that M1 �= ∅. For any
subset D ⊂ C and λ ∈ R+ we denote ∪d∈D B(d, λ) by Vλ(D). The next step
of the proof is finding a sequence {µj } of strictly positive real numbers such
that for any t0 ∈ C \ E the sequence {Sj }j∈N

such that

S2k−1 = Vµ2k−1(M1 ∪ . . . ∪ Mk), S2k = Vµ2k (M1 ∪ . . . ∪ Mk)

has infinitely many elements not containing t0. We suppose that such a sequence
exists. We will make the proof at the end.

We fix t0 ∈ M1 and j ∈ N. If ε > 0 is small enough then the segment
[t0, t0 + ε] is contained in Sj . The set

Dj,ε = P1(C) \ ([t0, t0 + ε] ∪ M1 ∪ . . . ∪ M[
j+1
2

])
is connected because P1(C) \ [t0, t0 + ε] is connected and the Mk (k > 0) are
all polar. We denote Fj,ε the compact set P1(C) \ Dj,ε . The Bernstein’s lemma
(see [7] p. 156) shows that |qj (t)|

||qj ||Fj,ε

1/dj

≥ e
infz∈C\Sj

V ∗
Fj,ε

(z)
(

c(Fj,ε)

δdj (Fj,ε)

)supz∈C\Sj
τDj,ε

(z,∞)

for any Fekete polynomial qj associated to Fj,ε of degree dj and any t ∈ C\ Sj .
We remind that V ∗

Fj,ε
is the Green function associated to Fj,ε . The value δj (Fj,ε)

( j > 1) is the j-diameter associated to the compact set Fj,ε (cf. [7] p. 152). We
choose ε0 such that [t0, t0+ε0] ⊂ Sj . The application hε0,ε = t �→ (t−t0)ε/ε0+t0
is a biholomorphism from P1(C) \ [t0, t0 + ε0] to P1(C) \ [t0, t0 + ε]. Using the
invariance of the Green function

V ∗
Fj,ε

(hε0,ε(t)) = V ∗
Fj,ε0

(t) ,

we realize that
inf

t∈C\Sj
V ∗

Fj,ε
(t) = inf

t∈h−1
ε0,ε (C\Sj )

V ∗
Fj,ε0

(t) .

The functions h−1
ε0,ε tend uniformly in C \ Sj to ∞ when ε tends to 0, and then

inf
t∈C\Sj

V ∗
Fj,ε

(t) → ∞ when ε → 0 .
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We have the inclusion Dj,ε0 ⊂ Dj,ε if ε < ε0 and then τDj,ε0
(t, ∞) ≥ τDj,ε (t, ∞)

for all t ∈ P1(C)\Sj . The set P1(C)\Sj is a compact set contained in Dj,ε0 . The
continuity of τDj,ε0

implies the existence of M > 0 such that τDj,ε0
(t, ∞) < M

for all t ∈ P1(C) \ Sj . Then τDj,ε (t, ∞) < M for all t ∈ C \ Sj and all ε ≤ ε0.
By the Fekete-Szëgo theorem (cf. [7] p. 153) we have

c(Fj,ε)

δdj (Fj,ε)
→ 1 , when lim

j→∞
dj = ∞

for any ε ≤ ε0.
We choose ε ≤ ε0 such that inft∈C\Sj V ∗

Fj,ε
(t) ≥ K and eK ≥ 2 j . We can

choose now dj > dj−1 such that

c(Fj,ε)

δdj (Fj,ε)
≥ S < 1 and SM ≥ 1/2 .

All the inequalities put together give to us |qj (t)|
||qj ||Fj,ε

1/dj

≥ j , ∀t ∈ C \ Sj .

Let pj = qj/||qj ||Fj,ε
. We define f̂ = ∑∞

j=1 pj (t)xdj . The series f̂ converges

on any t0 ∈ E with radius of convergence at least 1, because |pj (t0)|1/dj ≤ 1 for
all j big enough. If t0 �∈ E there exists a strictly increasing sequence {sk}k∈N

such that t0 does not belong to Ssk for all k ∈ N. We have

|psk (t0)|1/dsk ≥ sk → ∞

and then f̂ does not converge on t0.
Let us construct the sequence {Sj }j∈N

. Let µ1 be any positive real number.
Since M2 ∩ M1 = ∅ we choose µ2 smaller than d(M1, M2)/2. Suppose the first
k − 1 terms of the sequence {µi } are given. If k is even then we select µk

such that each two of the sets

Vµk (M1) , . . . , Vµk (M k
2 +1)

are disjoint and µk ≤ µk−1/2. If k is odd then we define µk = µk−1. By
definition we have limk→∞ µk = 0. It is enough to prove (∩j≥n0 Sj ) ⊂ E for
any n0 ∈ N; we will show that

∩n0+l
j=n0

Sj = Vµn0+l (M1 ∪ . . . ∪ M[ n0+1
2

]) .
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Last equality implies ∩∞
j=n0

Sj = M1 ∪ . . . ∪ M[(n0+1)/2] ⊂ E .

We will prove ∩n0+l
j=n0

Sj = Vµn0+l (M1 ∪ . . . ∪ M[(n0+1)/2]) by induction on l,
it is true for l = 0. Suppose it is true for l = p − 1, we have

∩n0+p
j=n0

Sj = ∩n0+p−1
j=n0

Sj ∩ Sn0+p−1 ∩ Sn0+p .

All our choices imply that Vµn0+p−1(Mj ) ∩ Vµn0+p−1(Mk) = ∅ if j �= k and

{ j, k} ⊂ {
1, . . . ,

[ n0+p+1
2

]}
. In consequence we have

Sn0+p−1 ∩ Sn0+p = Vµn0+p (M1 ∪ . . . ∪ M[ n0+p
2

]) .

The set ∩n0+p
j=n0

Sj is equal to

Vµn0+p−1(M1 ∪ . . . ∪ M[(n0+1)/2]) ∩ Vµn0+p (M1 ∪ . . . ∪ M[ n0+p
2

])
and then

∩n0+p
j=n0

Sj = Vµn0+p (M1 ∪ . . . ∪ M[ n0+1
2

])
using Vµn0+p−1(Mj ) ∩ Vµn0+p−1(Mk) = ∅ if j < k ≤ [(n0 + p + 1)/2].

The outer logarithmic capacity of a set E ⊂ C is defined as follows

c∗(E) = inf{c(U ) /U is an open set such that E ⊂ U } .

Since the Fσ polar sets are the sets of convergence of the divergent series we
are interested in

c�(E) = inf{c(F) /F is a Fσ and E ⊂ F} .

Choquet’s theorem implies that for all E ⊂ C both quantities c∗(E) and c�(E)

coincide. We divide the sets of the plane in three types
Big The sets E ⊂ C such that c∗(E) > 0

Small The sets E ⊂ C such that c∗(E) = 0 and there exists a Fσ polar set F
such that E ⊂ F

Mixed The sets E ⊂ C such that c∗(E) = 0 but c(F) > 0 for every Fσ set F
containing E .

If a formal power series f̂ ∈ C[t][[x]]A,B converges on the lines on a big or
mixed set then f̂ converges. This property is no longer true for small sets
(Theorem 6.1).

The properties of the big and mixed sets are different. If V is an open
neighborhood of x = 0 in C2 and E is a subset of C we will say that a formal
series f̂ ∈ C[t][[x]]A,B converges on E in V if for any line r ∈ E there exists
an analytic function in r ∩ V whose power series development at the origin
is f̂|r .

We define GU = inf(t,x)∈∂U {|x |(1 + |t |A)} for any open neighborhood U of
x = 0. Then
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Proposition 6.1. Let E ⊂ C be a big set. There exists a constant L E > 0 such
that for any V open neighborhood of x = 0 all the series converging on E in V are
analytic in some open neighborhood W (V ) of x = 0 such that GW (V )/GV ≥ L E .

We must understand in the previous result that if GV = 0 then GW (V ) > 0
and if GV = ∞ then W (V ) = C2.

Proposition 6.2. Let E ⊂ C be a mixed set. Let V be an open neighborhood of
x = 0 such that sup(t,x)∈V {|x |(1+|t |A)} < +∞. Then for all W open neighborhood

of x = 0 there exists a formal series f̂W ∈ C[t][[x]]A,B such that f̂W converges on
E in V but f̂W does not converge in W .

The mixed sets share properties with both the big and the small sets. Every
power series converging on E is convergent (as in the big sets), but for any
suitable open neighborhood V of x = 0 the intersection of the domains of
convergence of the series converging on E in V is not a neighborhood of
x = 0 (as in the small sets).

Proof of 6.1. Let f̂ = ∑∞
i=0 Pn(t)xn ∈ C[t][[x]]A,B a power series con-

verging on E in V . We define h(n) = [An + B]; we have deg Pn ≤ h(n) by
definition. The series f̂ converges in a neighborhood of x = 0 by Theorem 3.1.
We consider the sets ER = {t ∈ E / |t | < R}. Since c∗(E) > 0 then there
exists R ∈ N such that c∗(ER) > 0. It’s enough to prove the proposition for
ER . There exists a constant CV ≥ 0 such that

lim sup
n→∞

|Pn(t)| 1
n ≤ CV ∀t ∈ ER .

Since ER is bounded we have CV ≤ κ/GV for some κ > 0.
We claim that the functions un = (1/n) log |Pn(t)| are uniformly bounded

above over any compact set. This fact is proved in the proof of Theorem 3.1, it
can be also be deduced directly using the convergence of f̂ . We define over C

the real valued function

u = lim sup
n→∞

1

n
log |Pn(t)| .

All the un are uniformly locally bounded above and hence the Brelot-Cartan’s
theorem assures that u∗ (the upper semi-continuous regularization of u) is either
subharmonic or identically equal to −∞. Moreover, the functions u and u∗
are equal outside of a Borel polar set. There exists a set D ⊂ ER such that
c∗(D) = c∗(ER) and u∗|D = u|D . The function u∗ is smaller than log CV in D.
Semi-continuity of u∗ implies that for any t ∈ D and any ε > 0 there exists
an open neighborhood Ut,ε ⊂ B(0, R) of t such that u∗ ≤ ε + log CV in Ut,ε .
We denote ∪t∈DUt,ε by Uε . We have c∗(D) ≤ c∗(Uε) = c(Uε). There exists
a compact set Kε ⊂ Uε ⊂ B(0, R) such that c(Kε) ≥ c(Uε)/2 ≥ c∗(ER)/2.
Hartogs lemma gives to us nε ∈ N such that

1

n
log |Pn(t)| ≤ 2ε + log CV ∀n ≥ nε ∀t ∈ Kε .
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We can extend the inequality to C using the Bernstein-Walsh lemma:

1

n
log |Pn(t)| ≤ 2ε + log CV + h(n)

n
V ∗

Kε
(t) ∀n ≥ nε ∀t ∈ C .

The main difficulty is that this inequality depends on Kε and Kε depends
on f̂ . We will estimate V ∗

Kε
(t) in terms of c(Kε) in order to find a uniform

bound. Since Kε ⊂ B(0, R) we have V ∗
|t |≤R(t) ≤ V ∗

Kε
(t). The behavior of the

Green’s function at ∞ is well known:{
V ∗

|t |≤R(t) = log |t | − log c(|t | ≤ R) + o(1)

V ∗
Kε

(t) = log |t | − log c(Kε) + o(1) ,

where o(1) represents a function tending to 0 when t → ∞. We deduce by
removing the singularity at ∞ that

h(t) = V ∗
Kε

(t) − V ∗
|t |≤R(t)

is harmonic and positive in |t | > R. We denote τ
P1(C)\(|t |≤R) by τ . By defi-

nition of Harnack distance we have h(t)/h(∞) ≤ τ(t, ∞). The function τ is
continuous and then it’s bounded in compact sets (in P1(C) \ (|t | ≤ R)). Then
there exists M > 0 such that h(t)/h(∞) ≤ M if |t | ≥ 2R. The constant M
depends only on R and then on E . By developing h(t) we obtain

V ∗
Kε

(t) ≤ V ∗
|t |≤R(t) + M log

(
c(|t | ≤ R)

c(Kε)

)
if |t | ≥ 2R .

Combining the previous results we obtain for |t | ≥ 2R and n ≥ nε

1

n
log |Pn(t)| ≤ 2ε + log CV + h(n)

n

(
V ∗

|t |≤R(t) + M log
(

2R

c∗(ER)

))
.

By using V ∗
|t |≤R(t) = log+(|t |/R) (log+ = max(log, 0)) and the maximum mod-

ulus theorem we extend the inequality to n ≥ nε and t ∈ C:

1

n
log |Pn(t)| ≤ FV + h(n)

n

(
log 2 + log+(|t |/2R) + M log

(
2R

c∗(ER)

))
.

The constant FV is equal to 2ε + log CV . We obtain

|Pn(t)| 1
n ≤ CV

1

TE

(
1 + |t | h(n)

n
)

(n ≥ nε, t ∈ C)

for some TE > 0 by simplification. We deduce that f̂ converges in

W (CV )
def=

(
|x | <

TE

CV (1 + |t |A)

)
.
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We have G(W (CV )) > 0. Since 1/CV ≥ GV /κ then f̂ converges in

W
def=

(
|x | <

TE GV

κ(1 + |t |A)

)
.

The constant L E = TE/κ verifies that GW ≥ L E GV . If GV = ∞ then W =
C2.

Proof of 6.2. Up to a linear transformation we can suppose that V is
contained in |x | < 1/(1 + |t |A), then it’s enough to prove the result for V =
(|x | < 1/(1 + |t |A)).

Suppose the result is not true, then there exists an open neighborhood
W of x = 0 such that for f̂ ∈ C[t][[x]]A,B convergence on E in V implies
convergence in W . But there exists C > 0 (proof of Proposition 6.1) such that
any series f̂ = ∑

n≥0 Pn(t)xn converging in W verifies that

|Pn(t)| 1
n ≤ 1 + |t | h(n)

n

C
for all n ≥ n f̂ .

We fix n ∈ N. We choose a Fσ set Fn ⊂ C such that E ⊂ Fn and
0 < c(Fn) ≤ 1/n. The set Fn is of the form ∪m∈NKn,m , where Kn,m is a
compact set for all (n, m) ∈ N × N. We can suppose that Kn,m ⊂ Kn,m+1 for
all m > 0 and that all the sets Kn,m (m > 0) are non-polar. For any set Kn,m

and any r > 0 we choose a Fekete polynomial [7] (p. 155) qn,m
r associated to

Kn,m and of degree r . By Bernstein’s lemma (see [7] p. 156) we have

(
|qn,m

r (t)|
||qn,m

r ||Kn,m

) 1
r

≥ e
V ∗

Kn,m
(t)

(
c(Kn,m)

δr (Kn,m))

)τ
P
1(C)\Kn,m

(t,∞)

if t �∈ Kn,m . We have V ∗
Kn,m

(t) = log |t | − log c(Kn,m) + o(1); let Rn,m be a
positive number such that Kn,m ⊂ B(0, Rn,m) and

V ∗
Kn,m

(t) ≥ log |t | − log c(Kn,m) − log 5

for |t | > Rn,m . We have(
c(Kn,m)

δr (Kn,m)

)τ
P
1(C)\Kn,m

(t,∞)

→ 1

when r → ∞, the limit is uniform in t ∈ P1(C) \ B(0, Rn,m). In consequence
there exists rn,m such that if r ≥ rn,m then

(
|qn,m

r |
||qn,m

r ||Kn,m

) 1
r

≥ |t |
10c(Kn,m)

for t ∈ C \ B(0, Rn,m) .
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We choose a strictly increasing sequence (in m) {sn,m}m∈N
such that h(sn,m) ≥

rn,m for all m ≥ 0. The series

gn(x, t) =
∑
m>0

 qn,m
h(sn,m )

||qn,m
h(sn,m )||Kn,m

 (t)xsn,m ∈ C[t][[x]]A,B

converges on Fn in |x | < 1 and then in V ⊂ (|x | < 1). By hypothesis gn(x, t)
converges in W ; if |t | ≥ Rn,m and m ≥ ngn we have

( |t |
10c(Kn,m)

) h(sn,m )
sn,m ≤ 1 + |t |

h(sn,m )
sn,m

C
⇒ C ≤ (10c(Kn,m))

h(sn,m )
sn,m .

Moreover C ≤ (10/n)A (n > 0) since limm→∞ c(Kn,m) = C(Fn) ≤ 1/n and
limm→∞ h(sn,m)/sn,m = A. That contradicts C > 0.

Next we will see that there are pluri-polar sets such that convergence on
their lines implies convergence. In particular, the existence of mixed sets will
be proved.

Proposition 6.3. For any n ∈ N, there exists a pluri-polar set E ⊂ Cn such
that any f̂ ∈ C[x1, . . . , xn][[x]]A,B converging on the lines in E is also convergent
in a neighborhood of x = 0.

Any pluri-polar dense Gδ set (a Gδ is a countable intersection of open
sets) is valid for our purposes.

Proof. We define B = (Q × Q) ∩ B(0, 1) ⊂ C; this set is dense in B(0, 1)

and countable. We choose a sequence {ai }i∈N numbering B. We consider the
function u = ∑

i∈N
log |z − ai |/2i . The function u is subharmonic in C ([7]

p. 41). The function v(z1, . . . , zn) = u(z1) is a pluri-subharmonic function,

defined over Cn , such that v �≡ −∞ and Bn ⊂ (v = −∞). The set E
def= (v =

−∞) is by definition pluri-polar, and it is also a Gδ set, because v is upper
semi-continuous and (v = −∞) = ∩n∈N(v < −n).

The series f̂ converges on a Fσ set of lines (Remark 3.1). We claim that
any Fσ set containing E has not empty interior. This would prove the result
by Theorem 3.1.

Let F be a Fσ set of Cn containing E . The set Cn \ E is also a Fσ set
because E is a Gδ set. The sets F and Cn \ E can be written as

F = ∪j∈N Fj , Cn \ E = ∪j∈N Dj where ∀ j Fj = Fj and Dj = Dj .

The sets Dj ( j ∈ N) are nowhere dense in B(0, 1)
n

because E is dense in
B(0, 1)

n
. Since Cn = E ∪ (Cn \ E) = ∪i∈N Fi ∪ ∪i∈N Di then Baire’s theorem

assures the existence of Fj0 ( j0 ∈ N) with non-empty interior. Thus the interior
of F is non-empty.
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