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A moving lemma for cycles with very ample modulus

AMALENDU KRISHNA AND JINHYUN PARK

Abstract. We prove a moving lemma for higher Chow groups with modulus, in
the sense of Binda-Kerz-Saito, of projective schemes, when the modulus is given
by a very ample divisor. This provides one of the first cases of moving lemmas for
cycles with modulus, not covered by the additive higher Chow groups. We apply
this to prove a contravariant functoriality of higher Chow groups with modulus.
We use our moving techniques to show that the higher Chow groups of a line
bundle over a scheme, with the 0-section as the modulus, vanish.

Mathematics Subject Classification (2010): 14C25 (primary); 13F35, 19E15
(secondary).

1. Introduction

The moving lemma is one of the most important technical tools in dealing with
algebraic cycles. For usual higher Chow groups, this was established by S. Bloch
(see [2, 3]). In order to study the relative K -theory of schemes (relative to effective
divisors) in terms of algebraic cycles, the theory of additive higher Chow groups
(see [5, 9, 10, 14]) and cycles with modulus (see [1, 8]) were recently introduced.
But the lack of a moving lemma has been an annoying hindrance in the study of
these additive higher Chow groups and the Chow groups with modulus.

A moving lemma for additive higher Chow groups of smooth projective
schemes was proven in [10]. A similar moving lemma for the additive higher Chow
groups of smooth affine schemes has been very recently established by W. Kai [7],
along with some more general results after Nisnevich sheafifications. However,
without such modifications, one does not yet know the existence of a moving lemma
for the higher Chow groups with modulus which do not arise from additive higher
Chow groups.
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1.1. Main results

The goal of this paper is to address the moving lemma problem for the higher Chow
groups with modulus of projective schemes when the modulus divisor is very ample.
Our main result is the following. The necessary definitions are recalled in Section 2.

Theorem 1.1. Let X be an equidimensional reduced projective scheme of dimen-
sion d � 1 over a field k. Let D ( X be a very ample effective Cartier divisor such
that X \ D is smooth over k. LetW be a finite collection of locally closed subsets
of X . Then, the inclusion zqW(X |D, •) ,! zq(X |D, •) is a quasi-isomorphism.

Our first application of Theorem 1.1 is the following complete solution of the
moving lemma for cycles with arbitrary modulus on projective spaces. The analo-
gous question for cycles on affine spaces was solved by W. Kai [7].

Corollary 1.2. Let k be any field and r � 1 be any integer. Let D ⇢ Prk be any
effective Cartier divisor. Let W be a finite collection of locally closed subsets of
Prk . Then the inclusion z

q
W(Prk |D, •) ,! zq(Prk |D, •) is a quasi-isomorphism.

In the second application of Theorem 1.1, we prove the following contravari-
ance property of the higher Chow groups with modulus.

Theorem 1.3. Let f : Y ! X be a morphism of equidimensional reduced quasi-
projective schemes over a field k, where X is projective over k. Let D ⇢ X be a
very ample effective Cartier divisor such that X \ D is smooth over k. Suppose that
f ⇤(D) is a Cartier divisor on Y (i.e., no minimal or embedded component of Y
maps into D). Then there exists a map

f ⇤ : zq(X |D, •)! zq(Y | f ⇤(D), •)

in the derived category of Abelian groups. In particular, for every p, q � 0, there
is a pull-back

f ⇤ : CHq(X |D, p)! CHq(Y | f ⇤(D), p).

Corollary 1.4. Let r � 1 be an integer and let f : Y ! Prk be a morphism
of quasi-projective schemes over a field k. Let D ⇢ Prk be an effective Cartier
divisor such that f ⇤(D) is a Cartier divisor on Y . Then, there exists a pull-back
f ⇤ : CHq(Prk |D, p)! CHq(Y | f ⇤(D), p) for every p, q � 0.

As a final application of our moving techniques, we prove the following van-
ishing theorem for the higher Chow groups of a line bundle on a scheme with the
modulus given by the 0-section. This provides examples where the higher Chow
groups of a variety with a modulus in an effective Cartier divisor are all zero. As
one knows, this is not possible for the ordinary higher Chow groups. This also
gives an evidence in support of the expectation that the higher Chow groups with
modulus are the relative motivic cohomology.

Theorem 1.5. Let X be a quasi-projective scheme over a field k and let f : L! X
be a line bundle. Let ◆ : X ,! L denote the 0-section embedding. Then, the cycle
complex zs(L|X, •) is acyclic for all s 2 Z.
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1.2. Outline of proofs

We prove Theorem 1.1 by following the classical approach used by Bloch to prove
his moving lemma for ordinary higher Chow groups of smooth projective schemes.
We first prove the above theorem for projective spaces. The main difficulty here
lies in constructing suitable homotopy varieties and to check their modulus condi-
tion. We solve this problem by using some blow-up techniques and our homotopy
varieties are very different from the one used classically.

To deal with the case of general projective schemes, we use the method of
linear projections. However, we need to make more subtle choices of our linear
subspaces than in the classical case due to the presence of the modulus.

We show later in this article how this method breaks down if we replace a very
ample divisor by just an ample one. We show that the linear projection method
cannot be used in general to prove the moving lemma for Chow groups with mod-
ulus on either smooth affine or smooth projective schemes, if the modulus divisor
is not very ample. This suggests that the general case of the moving lemma for
Chow groups with modulus on smooth affine or projective schemes may be a very
challenging task.

ACKNOWLEDGEMENTS. The authors are deeply indebted to the referee, who so
thoroughly read the paper and suggested many valuable corrections and simplifica-
tions.

2. Recalls on cycles with modulus

In this section we recollect some necessary definitions and notation associated with
cycles with modulus. Let k be a field and let Schk denote the category of quasi-
projective schemes over k. Let Smk denote the full subcategory of Schk consisting
of smooth schemes.

2.1. Notation

Set A1k := Spec k[t], P1k := Proj k[Y0,Y1] and let y := Y0/Y1 be the coordinate on
P1k . We set ⇤ := A1k and ⇤ := P1k . We use the coordinate system (y1, · · · , yn) on
⇤
n with yi := y � qi , where qi : ⇤

n
! ⇤ is the projection onto the i-th ⇤. For

i = 1, . . . , n, let F1n,i be the Cartier divisor on ⇤
n defined by {yi = 1}. Let F1n

denote the Cartier divisor
Pn

i=1 F1n,i on ⇤
n . A face of ⇤

n is a closed subscheme
defined by a set of equations of the form {yi1 = ✏1, . . . , yis = ✏s | ✏ j 2 {0, 1}}. For
✏ = 0, 1, and i = 1, · · · , n, let ◆n,i,✏ : ⇤

n�1
,! ⇤

n be the inclusion

◆n,i,✏(y1, . . . , yn�1) = (y1, . . . , yi�1, ✏, yi , . . . , yn�1). (2.1)

A face of ⇤n is an intersection of ⇤n with a face of ⇤n .
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2.2. Cycles with modulus

Let X 2 Schk . Recall ( [11, Section 2]) that for effective Cartier divisors D1 and D2
on X , we say D1  D2 if D1+D = D2 for some effective Cartier divisor D on X . A
modulus pair or a scheme with an effective divisor is a pair (X, D), where X 2 Schk
and D an effective Cartier divisor on X . A morphism f : (Y, E) ! (X, D) of
modulus pairs is a morphism f : Y ! X in Schk such that f ⇤(D) is defined as a
Cartier divisor on Y and f ⇤(D)  E . In particular, f �1(D) ⇢ E . If f : Y ! X
is a morphism of k-schemes, and (X, D) is a modulus pair such that f �1(D) = ;,
then f : (Y,;)! (X, D) is a morphism of modulus pairs.

Definition 2.1 ([1, 8]). Let (X, D) and (Y , E) be two modulus pairs. Let Y =

Y \ E . Let V ⇢ X ⇥ Y be an integral closed subscheme with closure V ⇢ X ⇥ Y .
We say V has modulus D on X ⇥ Y (relative to E) if ⌫⇤V (D⇥ Y )  ⌫⇤V (X ⇥ E) on
V N , where ⌫V : V N

! V ,! X ⇥ Y is the normalization followed by the closed
immersion.

Definition 2.2 ([1, 8]). Let (X, D) be a modulus pair. For s 2 Z and n � 0, let
zs(X |D, n) be the free Abelian group on integral closed subschemes V ⇢ X ⇥⇤n

of dimension s + n satisfying the following conditions:

(1) (Face condition) for each face F ⇢ ⇤n , V intersects X ⇥ F properly;
(2) (Modulus condition) V has modulus D relative to F1n on X ⇥⇤n .

We usually drop the phrase “relative to F1n ” for simplicity. A cycle in zs(X |D, n)
is called an admissible cycle with modulus D. The following containment lemma is
from [11, Proposition 2.4] (see also [1, Lemma 2.1] and [10, Proposition 2.4]).

Proposition 2.3. Let (X, D) and (Y , E) be modulus pairs and Y = Y \ E . If
V ⇢ X ⇥ Y is a closed subscheme with modulus D relative to E , then any closed
subscheme W ⇢ V also has modulus D relative to E .

One checks using Proposition 2.3 that (n 7! zs(X |D, n)) is a cubical Abelian
group. In particular, the groups zs(X |D, n) form a complex with the boundary map
@ =

Pn
i=1(�1)i (@0i � @

1
i ), where @

✏
i = ◆⇤n,i,✏ .

Definition 2.4 ([1, 8]). The complex (zs(X |D, •), @) is the nondegenerate complex
associated to (n 7! zs(X |D, n)), i.e., zs(X |D, n) := zs(X |D, n)/zs(X |D, n)degn.
The homology CHs(X |D, n) := Hn(zs(X |D, •)) for n � 0 is called higher Chow
group of X with modulus D. If X is equidimensional of dimension d, for q � 0, we
write CHq(X |D, n) = CHd�q(X |D, n).

The following is a generalization of [11, Proposition 2.12] (see also [1, Lem-
ma 2.7]). The reader can check that the only requirement in the proof of [11, Propo-
sition 2.12] is that the underlying map be flat over the complement of the modulus
divisor. This is because of the fact that an admissible cycle lies completely over this
complement.
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Lemma 2.5. Let f : Y ! X be a morphism in Schk . Let D ( X be an effective
Cartier divisor. Assume that f ⇤(D) is a Cartier divisor on Y such that the map
f �1(X \ D) ! X \ D is flat of relative dimension d. Then, there is a pull-back
map f ⇤ : zr (X |D, •)! zd+r (Y | f ⇤(D), •) such ( f � g)⇤ = g⇤ � f ⇤.

We often use the following result from [11, Lemma 2.2]:

Lemma 2.6. Let f : Y ! X be a dominant map of normal integral k-schemes. Let
D be a Cartier divisor on X such that the generic points of Supp(D) are contained
in f (Y ). Suppose that f ⇤(D) � 0 on Y . Then D � 0 on X .

Definition 2.7. Let W be a finite set of locally closed subsets of X and let e :

W ! Z�0 be a set function. Let zqW,e(X |D, n) be the subgroup generated by in-
tegral cycles Z 2 zq(X |D, n) such that for each W 2 W and each face F ⇢ ⇤n ,
we have codimW⇥F (Z \ (W ⇥ F)) � q � e(W ). They form a subcomplex
zqW,e(X |D, •) of zq(X |D, •). Modding out by degenerate cycles, we obtain the sub-
complex zqW,e(X |D, •) ⇢ zq(X |D, •). We write zqW(X |D, •) := zqW,0(X |D, •).
The number e(W ) is called the excess dimension of the intersection Z \ (W ⇥ F).
Given a function e : W ! Z�0, define (e � 1) : W ! Z�0 by (e � 1)(W ) =

max{e(W )� 1, 0}. This gives an inclusion zqW,e�1(X |D, •) ⇢ zqW,e(X |D, •).
We also use the following from [12, Proposition 4.3] in our proof of the moving

lemma.

Proposition 2.8 (Spreading lemma). Let k ⇢ K be a purely transcendental exten-
sion. Let (X, D) be a smooth quasi-projective k-scheme with an effective Cartier
divisor, and letW be a finite collection of locally closed subsets of X . Let (XK , DK )
and WK be the base changes via Spec (K ) ! Spec (k). Let prK/k : XK ! Xk
be the base change map. Then for every set function e : W ! Z�0, the pull-back
maps

pr⇤K/k :

zqW,e(X |D, •)

zqW(X |D, •)
!

zqWK ,e(XK |DK , •)

zqWK
(XK |DK , •)

(2.2)

and

pr⇤K/k :

zqW,e(X |D, •)

zqW,e�1(X |D, •)
!

zqWK ,e(XK |DK , •)

zqWK ,e�1(XK |DK , •)
(2.3)

are injective on homology.

We remark that Proposition 2.8 is stated in [12, Proposition 4.3] only for (2.2)
but the argument given there simultaneously proves (2.3) as well.

3. Moving lemma for projective spaces

In this section we prove our moving lemma for the modulus pair (X, D), where X
is a projective space over k and D is a hyperplane in X . We use the following:
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Lemma 3.1 ([2, Lemma 1.2]). Let X 2 Schk and let G be a connected algebraic
group over k acting on X . Let A, B ⇢ X be closed subsets. Assume that the fibers
of the action map G⇥A! X , given by (g, a) 7! g ·a, all have the same dimension
and that this map is dominant.

Assume moreover that there is an overfield k ,! K and a K -morphism  :

XK ! GK . Let ; 6= U ⇢ X be open such that for every x 2 UK , we have

tr.degk (� �  (x),⇡(x)) � dim(G),

where ⇡ : XK ! X and � : GK ! G are the base changes. Define ✓ : XK ! XK
by ✓(x) =  (x) · x and assume that ✓ is an isomorphism. Then, the intersection
✓(AK \UK ) \ BK is proper.

Corollary 3.2. Let X 2 Schk and let G be a connected algebraic group over k
acting transitively on X . Let Y 2 Schk and let ; 6= A ⇢ X and B ⇢ X ⇥ Y be
closed subsets. Let G act on X ⇥ Y by g · (x, y) = (g · x, y).

Let K = k(G) and let � : GK ! G be the base change. Suppose  :

(X ⇥ Y )K ! GK is a K -morphism and let U ,! X ⇥ Y be an open subset such
that:

(1) the image of every point ofUK under the composite map (X⇥Y )K
 
�! GK

�
�!

G is the generic point of G;
(2) the map ✓ : (X⇥Y )K ! (X⇥Y )K given by ✓(z) =  (z)·z, is an isomorphism.

Then the intersection ✓((A ⇥ Y )K \UK ) \ (BK \UK ) is proper on UK .

We let Ar
k = Spec (k[x1, · · · , xr ]) and let Prk = Proj(k[X1, · · · , Xr , X0]),

where we set xi = Xi/X0 for 1  i  r . This yields an open immersion j0 : Ar
k ,!

Prk . Let H1 = Prk \ Ar
k be the hyperplane at infinity. We write the homogeneous

coordinates of Prk as (X1; · · · ; Xr ; X0). We fix this choice of coordinates ofAr
k and

Prk . Set u =

Qr
i=1 xi 2 k[x1, · · · , xr ].

Let K = k(Prk) and consider the point ⌘ = (u, · · · , u) 2 PrK so that its image
under the projection PrK ! Prk is the generic point of Prk . Let U+ ,! PrK ⇥⇤K be
the open subset (PrK⇥⇤K )[(Ar

K⇥⇤K ) and setY = H1⇥{1} = (PrK⇥⇤K )\U+.
For K -schemes X and X 0, we write the product X ⇥K X 0 as X ⇥ X 0.

Lemma 3.3. Let �⌘ : Ar
K ⇥⇤K ! Ar

K denote the map �⌘(x, t) = x +⌘ · t . Then,
�⌘ uniquely extends to a morphism �⌘|U+

: U+! PrK such that the following hold:

(1) U+ is the largest open subset of PrK ⇥⇤K over which �⌘ can be extended to a
regular morphism;

(2) The extension of �⌘ on PrK ⇥⇤K is a smooth morphism;
(3) (�⌘|U+

)�1(Ar
K ) = Ar

K ⇥⇤K ;
(4) (�⌘|U+

)�1(H1) = (Ar
K ⇥ {1}) + (H1 ⇥⇤K ).
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Proof. Define the rational map �⌘ : PrK ⇥⇤K 99K PrK by

�⌘((X1; · · · ; Xr ; X0), (T0; T1))
= (T1X1 + uT0X0; · · · ; T1Xr + uT0X0; T1X0).

(3.1)

Note that �⌘((X1; · · · ; Xr ; 1), (t; 1)) = (X1 + ut; · · · ; Xr + ut; 1) so that �⌘
restricts to the given map on Ar

K ⇥⇤K . One checks that (1), (3) and (4) hold from
the shape of �⌘ in (3.1).

To show (2), note that this map is the composite PrK⇥⇤K ! PrK⇥⇤K ! PrK ,
where the first one is ((X1; · · · ; Xr ; X0), t) 7! ((X1 + ut X0; · · · ; Xr + ut X0;
X0), t) and the second is the projection to PrK (which is smooth). Since the first
map is an isomorphism, it follows that �⌘ is smooth on PrK ⇥⇤K .

Remark 3.4. The unique extension of �⌘ toU+ is not a flat morphism even though
it is smooth on PrK ⇥⇤K . If we set Vi = {(X1; · · · ; Xr ; X0)|Xi 6= 0} ,! PrK for
i = 1, · · · , r , then the map ��1⌘ (Vi )! Vi is not flat because Ar

K ⇥ {0} lies in one
fiber but all other fibers have strictly smaller dimensions.

Our idea is to use the rational map �⌘ : PrK ⇥ ⇤K 99K PrK to generate a
homotopy between an arbitrary admissible cycle in zq(Prk |H1, •) and a cycle in
zqW,e(Prk |H1, •). In order to do so, we need to extend �⌘ to an honest morphism of
schemes. We achieve this in the following results via a sequence of blow-ups.

Lemma 3.5. Let ⇡ : 0! PrK ⇥⇤K be the blow-up of PrK ⇥⇤K along the closed
subscheme Y = H1 ⇥ {1}. Then, there exists a closed point P1 2 ⇡�1(Y) and
a regular map �⌘ : 0+ := 0 \ {P1} ! PrK such that ⇡ : 0+ ! PrK ⇥ ⇤K is
surjective, and the diagram

⇡�1(U+)
� � j //

'

✏✏

0+

⇡
✏✏✏✏

�⌘

  B
B

B
B

B
B

B
B

U+

� � j //
88PrK ⇥⇤K

�⌘ // PrK

(3.2)

commutes.

Proof. Let Ui ( PrK be the open set {Xi 6= 0} for 0  i  r . One checks by a
direct local calculation the blow-up 0 has the following description. Over Ui , it is
defined by

⇡�1(Ui ) =

n�
(X1; · · · ; Xr ; X0), (T0; T1), (Y1,i ;Y0,i )

�
2 Ui ⇥⇤K ⇥ P1K |X0T0Y0,i = XiT1Y1,i

o (3.3)

and these blow-ups glue along their intersections to make up 0 via the change of
coordinate Y0,i/Y0, j = (Xi/X j )(Y1,i/Y1, j ) over Ui \ Uj . The blow-up map ⇡ :

⇡�1(Ui )! Ui ⇥⇤K is the composite ⇡�1(Ui ) ,! Ui ⇥⇤K ⇥ P1K ! Ui ⇥⇤K .
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We now define a rational map �i⌘ : ⇡�1(Ui ) 99K PrK by

�⌘
�
(X1; · · · ; Xr ; X0), (T0; T1), (Y1,i ;Y0,i )

�
=

�
Y0,i X1 + uXiY1,i ; · · · ;Y0,i Xr + uXiY1,i ;Y0,i X0

�
.

(3.4)

The blow-up 0 is glued alongUi\Uj via the automorphism i, j : ⇡�1(Ui\Uj )
'

�!

⇡�1(Ui \Uj ):

 i, j
�
(X1; · · · ; Xr ; X0), (T0; T1), (Y1,i ;Y0,i )

�
=

⇣
(X1; · · · ; Xr ; X0), (T0; T1), (Xi X�1j Y1,i ; X j X�1i Y0,i )

⌘
.

It is clear from this isomorphism that  i, j (Yl,i 6= 0) = (Yl, j 6= 0) for l = 0, 1.
Over (Y0,i 6= 0), we can let Y0,i = Y0, j = 1,Y1,i = yi and Y1, j = y j . Over this
open subset of ⇡�1(Ui \Uj ), we get

�
j
⌘ �  i, j ((X1; · · · ; Xr ; X0), (T0; T1), yi )

= �
j
⌘

⇣
(X1; · · · ; Xr ; X0), (T0; T1), Xi X�1j yi

⌘

=

⇣
X1 + uX j Xi X�1j yi ; · · · ; Xr + uX j Xi X�1j yi ; X0

⌘
= (X1 + uXi yi ; · · · ; Xr + uXi yi ; X0)

= �
i
⌘ ((X1; · · · ; Xr ; X0), (T0; T1), yi ) .

(3.5)

Over the intersection of ⇡�1(Ui \Uj ) with the open subset (Y1,i 6= 0), we have

�
j
⌘ �  i, j ((X1; · · · ; Xr ; X0), (T0; T1), yi )

= �
j
⌘

⇣
(X1; · · · ; Xr ; X0), (T0; T1), X j X�1i yi

⌘

=

⇣
X j X�1i X1yi + uX j ; · · · X j X�1i Xr yi + uX j ; X�1i X j X0yi

⌘
=

�
X1X j yi + uXi X j ; · · · ; Xr X j yi + uXi X j ; X j X0yi

�
= (X1yi + uXi ; · · · ; Xr yi + uXi ; X0yi )

= �
i
⌘ ((X1; · · · ; Xr ; X0), (T0; T1), yi ) .

(3.6)

It follows from (3.5) and (3.6) that � j⌘’s glue together to yield a rational map �⌘ :

0 99K PrK such that �⌘|⇡�1(Ui ) = �
j
⌘ for 0  i  r .

We next show the commutativity of (3.2). The left square of (3.2) commutes
by construction. We thus have to show that �⌘ � j = �⌘ � ⇡ , i.e., the trapezoid in
(3.2) commutes. It suffices to show this over each open subset (Ui ⇥ ⇤K ) \ U+.
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If P =

�
(X1; · · · ; Xr ; X0), (T0; T1), (Y1,i ;Y0,i )

�
2 ⇡�1(U+), we have ⇡(P) =

((X1; · · · ; Xr ; X0), (T0; T1)) such that either T1 6= 0 or X0 6= 0.
Suppose first that T1 6= 0. Then, we can take T1 = 1 and T0 = t . In this

case, we must have Y0,i 6= 0 so that we can assume Y0,i = 1. Thus, the equation
X0T0Y0,i = XiT1Y1,i becomes Y1,i = t X0X�1i . This yields

�
i
⌘ � j(P) = (X1 + ut X0; · · · ; Xr + ut X0; X0)

by (3.4) and

�⌘ � ⇡(P) = (X1 + ut X0; · · · ; Xr + ut X0; X0)

by (3.1).
Suppose next that X0 6= 0. Since the case T1 6= 0 was already considered, we

may suppose T0 6= 0. Thus, we may take T0 = 1 and T1 = t . In this case, we must
have Y1,i 6=0, so that we may take Y1,i =1. Thus, the equation X0T0Y0,i = XiT1Y1,i
becomes Y0,i = t Xi X�10 . This yields

�
i
⌘ � j(P) = (t X1Xi + uX0Xi ; · · · ; t Xr Xi + uX0Xi ; t Xi X0)

= (t X1 + X0; · · · ; t Xr + X0; t X0)

by (3.4). On the other hand, �⌘�⇡(P) = (t X1+uX0; · · · ; t Xr+X0; t X0) by (3.1).
We have thus shown that �⌘ � j(P) = �⌘ � ⇡(P) for P 2 ⇡�1(U+).

We now show that �⌘ is regular on 0 \ {P1}, where P1 2
�
\
r
i=1⇡

�1(Ui )
�

is the closed point ((1; · · · ; 1; 0), (1; 0), (1;�u)) in the coordinates of ⇡�1(Ui ).
Let Q =

�
(X1; · · · ; Xr ; X0), (T0; T1), (Y1,i ;Y0,i )

�
2 ⇡�1(Ui ) be a point so that

X0T0Y0,i = XiT1Y1,i . Then �⌘(Q) is not defined if and only if all its coordinates
are zero, i.e.,

Y0,i X j + uXiY1,i = 0, for all 1  j  r, and Y0,i X0 = 0. (3.7)

If Y0,i = 0 then uXiY1,i = 0 for 1  i  r . But u 2 K⇥ and Q 2 ⇡�1(Ui ) imply
that Y1,i = 0, which cannot happen since (Y1,i ;Y0,i ) 2 P1K . So, Y0,i 6= 0 and we
must have X0 = 0. Since Xi 6= 0, we can assume Xi = 1. Since X0 = 0, we also
have T1Y1,i = 0, so that either Y1,i = 0 or T1 = 0. If Y1,i = 0, then it follows from
(3.7) that Y0,i = �uY1,i = 0, which again is absurd because (Y1,i ;Y0,i ) 2 P1K . So,
Y1,i 6= 0, and T1 = 0. We may assume Y1,i = 1. Combining this with (3.7), we
thus have

Y0,i = �u, Y0,i X j + u = 0 for all 1  j 6= i  r and X0 = T1 = 0. (3.8)

We conclude that �⌘(Q) is not defined if and only if Q = ((1; · · · ; 1; 0), (1; 0),
(1;�u)). This proves the regularity of �⌘ on 0 \ {P1}. Since P1 2 ⇡�1(Y)
and since each fiber of ⇡ over Y is 1-dimensional, we conclude that the map (0 \

{P1})! PrK ⇥⇤K is surjective. This finishes the proof of the lemma.
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Remark 3.6. The reader can check that the map �⌘ : PrK ⇥ ⇤K 99K PrK is the
one defined by the linear system generated by the global sections S = {T1Xi +

uT0X0}1ir [ {T1X0} of the line bundleO(1, 1). The sheaf of ideals I1 on PrK ⇥
⇤K defining Y is generated by {XiT1, X0T0|0  i  r}. Moreover, �⌘ : 0 99K PrK
is the rational map defined by the linear system generated by the global sections
⇡⇤(S) of the line bundle ⇡⇤I1.

Let ⇡ : 0 ! PrK ⇥ ⇤K be the blow-up map as in Lemma 3.5 and let E =

⇡⇤(Y) denote the exceptional divisor for this blow-up. Note that the map ⇡ : E !
Y ' H1 is the P1K -bundle associated to the vector bundleO(1)�O.

Since H1⇥⇤K and PrK ⇥{1} are smooth schemes, and Y is a smooth divisor
inside these schemes, note that BlY(H1 ⇥ ⇤K ) ! H1 ⇥ ⇤K and BlY(PrK ⇥
{1})! PrK ⇥ {1} are isomorphisms.

Lemma 3.7. Let ⇡ : 0 ! PrK ⇥ ⇤K be as in Lemma 3.5. Then, we have the
following.

(1) BlY(H1 ⇥⇤K ) \ {P1} = ; = BlY(PrK ⇥ {1}) \ {P1};
(2) BlY(H1 ⇥⇤K ) \ BlY(PrK ⇥ {1}) = ; inside 0;
(3) ⇡⇤(H1 ⇥⇤K ) = (H1 ⇥⇤K ) + E and ⇡⇤(PrK ⇥ {1}) = (PrK ⇥ {1}) + E

in the group Div(0) of Weil divisors.

Proof. It suffices to verify each statement of the lemma over an open subset
⇡�1(Ui ) with 0  i  r . On the other hand, (3.3) shows that over Ui , we have

BlY(H1 ⇥⇤K )

= {((X1; · · · ; Xr ; 0), (T0; T1), (Y1,i ;Y0,i )) 2 PrK ⇥⇤K ⇥ P1K |Y1,i = 0}
= H1 ⇥⇤K ⇥ {0}.

Similarly, we have

BlY(PrK ⇥ {1})

= {((X1; · · · ; Xr ; X0), (1; 0), (Y1,i ;Y0,i )) 2 PrK ⇥⇤K ⇥ P1K |Y0,i = 0}
= PrK ⇥ {1}⇥ {1}.

Since P1 does not map to {0,1} ⇢ P1K under the projection ⇡�1(Ui )! P1K for
any 0  i  r , we get (1). The parts (2) and (3) of the lemma are immediate.

Let 01 ,! 0+ ⇥ PrK denote the graph of �⌘ and let 01 ,! 0 ⇥ PrK be its
closure. Let ⇡N : 0

N
1 ! 01 ,! 0 ⇥ PrK be the normalization composed with the

inclusion, and let ⇡1 := pr1�⇡N , ⇡2 := pr2�⇡N , where pr1, pr2 are the projections
from 0⇥PrK to 0 and PrK , respectively. Here, ⇡N is finite and ⇡1 is projective with
⇡�11 (0+)

'

�! 0+ such that ⇡2|0+
= �⌘.
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Since ⇡1 is a birational projective morphism and 0 is smooth, it follows from
[6, Theorem II-7.17, page 166, Exercise II-7.11(c), page 171] that there is a closed
subscheme Z ,! 0 such that Zred = {P1} and 0N1 = BlZ (0). Let F ,! 0

N
1

denote the exceptional divisor for this blow-up so that Fred = ⇡�11 (P1). Let E1 ,!
0
N
1 denote the strict transform of E under ⇡1 so that ⇡⇤1 (E) = E1 + F .
Letting � := ⇡ � ⇡1 : 0

N
1 ! PrK ⇥ ⇤K and E 0 := ⇡⇤1 (E) = E1 + F , a

combination of Lemmas 3.5, 3.7 and the above construction proves the following.

Lemma 3.8. There exists a commutative diagram

��1(U+)
� � j1 //

'

✏✏

0
N
1

�
✏✏✏✏

⇡2

  A
A

A
A

A
A

A
A

U+

� � j //
88PrK ⇥⇤K

�⌘ // PrK

(3.9)

such that � is a blow-up, and in the group Div(0N1 ) of Weil divisors, we have:

�⇤
⇣
H1 ⇥⇤K

⌘
=

�
H1 ⇥⇤K

�
+ E 0 and �⇤

�
PrK ⇥ {1}

�
=

�
PrK ⇥ {1}

�
+ E 0.

(3.10)

For any map f : X ! X 0 of K -schemes, let fn denote the map

f ⇥ Id⇤
n
K

: X ⇥⇤
n
K ! X 0 ⇥⇤

n
K .

We now show how the rational map �⌘ : PrK ⇥⇤K 99K PrK eventually leads to the
desired homotopy.

Proposition 3.9. Let n � 1 be an integer. Let V ,! PrK⇥⇤n
K be an integral closed

subscheme. Assume that V has modulus H1 relative to F1n . Let �⌘ : Ar
K ⇥⇤K !

PrK be the map as in Lemma 3.3. Then, the closure of ��1⌘,n(V ) in PrK ⇥⇤n+1
K is an

integral closed subscheme of PrK ⇥⇤n+1
K which has modulus H1 relative to F1n+1.

Proof. We use notations of the paragraph just before Lemma 3.8 and set E 0n =

E 0 ⇥ ⇤
n
K ,! 0

N
1 ⇥ ⇤

n
K . Let V ,! PrK ⇥ ⇤

n
K denote the closure of V and let

⌫V : V N
! PrK ⇥ ⇤

n
K denote the induced map from the normalization of V . By

the modulus condition, we have

⌫⇤V
�
PrK ⇥ F1n

�
� ⌫⇤V

⇣
H1 ⇥⇤

n
K

⌘
in Div

⇣
V N⌘

. (3.11)
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Condition (3.11) implies that V \ (H1⇥⇤n
K ) = ;. Set V 0 = ��1⌘,n(V ). Since �⌘,n

is smooth on ��1⌘,n(Ar
K ⇥⇤n

K ) by Lemma 3.3, it follows that V 0 is an integral closed
subscheme ofU+⇥⇤

n
K with dimK (V 0) = dimK (V )+1. Let V 0 ,! PrK ⇥⇤

n+1
K be

the Zariski closure of V 0, and let ⌫V 0 : V
0N
! V 0 ,! PrK ⇥⇤

n+1
K be the induced

map from the normalization of V 0. Let W ,! 0
N
1 ⇥⇤

n
K be the strict transform of

V 0. It follows from Lemma 3.5 that ⇡2,n(W \ ��1n (U+ ⇥⇤n
k )) = V . Since ⇡2,n is

projective, we must have ⇡2,n(W ) = V . This yields a commutative diagram

WN

⌫W

""FF
FF

FF
FF

F

f //

g

✏✏

V N

⌫V
✏✏

0
N
1 ⇥⇤

n
K

⇡2,n //

�n
✏✏

PrK ⇥⇤
n
K

V 0
N
⌫V 0

// PrK ⇥⇤
n+1
K ,

(3.12)

where ⌫W is the normalization of W composed with its inclusion into 0N1 ⇥ ⇤
n
K ,

and f and g are the maps induced by the universal property of normalization for
dominant maps. Since f is a surjective map of integral schemes, condition (3.11)
implies that (⌫V � f )⇤(PrK ⇥ F1n ) � (⌫V � f )⇤(H1 ⇥⇤

n
K ) on WN . In particular,

we get (⇡2,n � ⌫W )⇤(PrK ⇥ F1n ) � (⇡2,n � ⌫W )⇤(H1 ⇥⇤
n
K ) on WN . Equivalently,

⌫⇤W

⇣
0
N
1 ⇥ F1n

⌘
� ⌫⇤W

⇣
⇡⇤2 (H1)⇥⇤

n
K

⌘
. (3.13)

Since (�⌘|U+
)⇤(H1) = (Ar

K ⇥ {1}) + (H1 ⇥⇤K ) by Lemma 3.3, we get

j⇤1,n � ⇡
⇤

2,n

⇣
H1 ⇥⇤

n
K

⌘
= j⇤1,n

�
PrK ⇥ F1n,n+1

�
+ j⇤1,n

⇣
H1 ⇥⇤

n+1
K

⌘
,

where j1 : U+ ,! 0
N
1 is the inclusion. Since PrK ⇥ F1n,n+1 and H1 ⇥ ⇤

n+1
K are

irreducible, we get ⇡⇤2 (H1)⇥⇤
n
K � (PrK ⇥ F1n,n+1)+ (H1⇥⇤

n+1
K ) on 0N1 ⇥⇤

n
K .

Combining this with (3.13), we get

⌫⇤W

⇣
0
N
1 ⇥ F1n

⌘
� ⌫⇤W

�
PrK ⇥ F1n,n+1

�
+ ⌫⇤W

⇣
H1 ⇥⇤

n+1
K

⌘

� ⌫⇤W

⇣
H1 ⇥⇤

n+1
K

⌘
.

(3.14)
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This in turn implies that

(�n�⌫W )⇤
�
PrK⇥F1n+1

�
= (�n � ⌫W )⇤

⇣
PrK ⇥ F1n ⇥⇤K

⌘
+ (�n � ⌫W )⇤

⇣
PrK ⇥⇤

n
K ⇥ {1}

⌘
= ⌫⇤W

⇣
0
N
1 ⇥ F1n

⌘
+ (�n � ⌫W )⇤

⇣
PrK ⇥⇤

n
K ⇥ {1}

⌘
� ⌫⇤W

⇣
H1 ⇥⇤

n+1
K

⌘
+ (�n � ⌫W )⇤

⇣
PrK ⇥⇤

n
K ⇥ {1}

⌘
=
† ⌫⇤W

⇣
H1 ⇥⇤

n+1
K

⌘
+⌫⇤W

�
E 0n

�
+⌫⇤W

⇣
PrK⇥⇤

n
K⇥ {1}

⌘
=
‡ (�n � ⌫W )⇤

⇣
H1 ⇥⇤

n+1
K

⌘
+ ⌫⇤W

⇣
PrK ⇥⇤

n
K ⇥ {1}

⌘
W � (�n � ⌫W )⇤

⇣
H1 ⇥⇤

n+1
K

⌘
,

where =
† and =

‡ follow from Lemma 3.8. Using (3.12), this gives g⇤(⌫⇤V 0(PrK ⇥
F1n+1)) � g⇤(⌫⇤V 0(H1 ⇥ ⇤

n+1
K )). Since g is a surjective map of integral normal

schemes, we conclude by Lemma 2.6 that ⌫⇤V 0(PrK⇥F1n+1) � ⌫⇤V 0(H1⇥⇤
n+1
K ).

Theorem 3.10. Given an integer r � 1, let D ,! Prk be a hyperplane. LetW =

{W1, · · · ,Ws} be a finite collection of locally closed subsets of Prk and let e : W !
Z�0 be a set function. Then, the inclusion zqW(Prk |D, •) ,! zqW,e(Prk |D, •) is a
quasi-isomorphism. In particular, the inclusion zqW(Prk |D, •) ,! zq(Prk |D, •) is a
quasi-isomorphism.

Proof. The second part follows easily from the first part because zq(Prk |D, •) =

zqq(X |D, •). We shall prove the first part of the theorem in several steps. We can
find a linear automorphism ⌧ : Prk

'

�! Prk such that ⌧ (D) = H1. ReplacingW by
⌧ (W), we reduce to the case when D = H1, condition that we assume from now
on. In view of Proposition 2.8, we only need to show that the map

pr⇤K/k :

zqW,e(Prk |D, •)

zqW(Prk |D, •)
!

zqWK ,e(PrK |DK , •)

zqWK
(PrK |DK , •)

is zero on the homology, where we choose K = k(Prk).
Following the notation we used so far in this section, consider the maps

Ar
K ⇥⇤n+1

K
�⌘,n
��! PrK ⇥⇤n

K
prK/k
���! Prk ⇥⇤n

k .

For any irreducible cycle V ,! Prk ⇥ ⇤n
k , let H

⇤

n (V ) = (prK/k � �⌘,n)
�1(V ) and

let H⇤n(V ) be its closure in PrK ⇥ ⇤n+1
K . We can extend this linearly to cycles in

zq(Prk |D, n).
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Suppose V is an irreducible cycle in zqW,e(Prk |D, n). We claim that:

(1) H⇤n(V ) 2 zqWK ,e(PrK |DK , n + 1);

(2) H⇤n(V ) 2 zqWK
(PrK |DK , n + 1) if V 2 zqW(Prk |D, n);

(3) ◆⇤n+1,n+1,0(H
⇤

n(V )) = V and ◆⇤n+1,n+1,1(H
⇤

n(V )) 2 zqWK
(PrK |DK , n).

We now prove this claim using the previous results of this section. Since V has
modulus D on Prk ⇥ ⇤n

k , it follows that V is a closed subscheme of Ar
k ⇥ ⇤n

k .
In particular, V 2 zqW0,e(A

r
k, n), where W0

= {W1 \ Ar
k, · · · ,Ws \ Ar

k}. Since
H⇤n(V ) has modulus D on PrK ⇥⇤n+1

K by Proposition 3.9, it follows that H⇤n(V ) is
an integral closed subscheme of Ar

K ⇥⇤n+1
K . In particular, H⇤n(V ) = H⇤n (V ). This

shows that we can replace Prk , H
⇤

n(V ) andW by Ar
k , H

⇤

n (V ) andW0 respectively,
to prove the claim.

We prove (3) first. By the definition of �⌘, we have ◆⇤n+1,n+1,0(H
⇤

n (V )) = V .
In particular, H⇤n (V ) intersects Fn+1,n+1,0 and all its faces properly. We thus have
to show that ◆⇤n+1,n+1,1(H

⇤

n (V )) 2 zqW0
K
(Ar

K |DK , n) to prove (3).
Let Ar

k act on itself by translation and let it act on Ar
k ⇥⇤n

k by acting trivially
on ⇤n

k = ⇤n
k ⇥ {1} ,! ⇤n+1

k . Consider the map  : Ar
K ⇥ ⇤n

K ! Ar
K defined

by  (x, y) = ⌘. The reader can check that the assumptions of Corollary 3.2 are
satisfied. Applying this corollary to each A = Wi \Ar

k (where the closure is taken
inAr

k) and B = Ar
k⇥F for any face F of⇤

n
k⇥{1}, we deduce ◆⇤n+1,n+1,1(H

⇤

n (V )) 2

zqW0
K
(Ar

K |DK , n). We have thus proven (3). Since (2) is a special case of (1) where
we take e = 0, we are left with proving (1).

To prove (1), it is enough to consider the case when W = {W } is a single-
ton. Note V 2 zqW,e(Ar

k, n) and let F ,! ⇤n+1
K be any face. If F ,! ⇤n

K ⇥
{0}, then the intersection H⇤n (V ) \ (W ⇥ F) has the desired dimension because
◆⇤n+1,n+1,0(H

⇤

n (V )) = V and V 2 zqW,e(Ar
k, n). We have already proven in (3) that

the intersection H⇤n (V )\(W⇥F) is proper if F ,! ⇤n
K ⇥{1}. We can thus assume

that F = F 0K ⇥⇤K , where F 0 is a face of ⇤n
k .

Set Z = V \ (Ar
k ⇥ F 0). Consider the map  : Ar

K ⇥ ⇤K ⇥ F 0K ! Ar
K

defined by  (x, t, y) = ⌘t and let ✓ : Ar
K ⇥ ⇤K ⇥ F 0K ! Ar

K ⇥ ⇤K ⇥ F 0K
be given by ✓(x, t, y) = (x + ⌘t, t, y). Let Ar

k act by translation on itself and
trivially on ⇤k ⇥ F 0. Then ✓(x, t, y) =  (x, t, y) · (x, t, y). Applying Lemma 3.1
with X = Ar

k ⇥ ⇤k ⇥ F 0, A = W ⇥ ⇤k ⇥ F 0,U = Ar
k ⇥ Gm,k ⇥ F 0, and

B = (V⇥⇤k)\Fk = Z⇥⇤k ,! X⇥F 0, it follows that the intersection ✓(AK )\BK
is proper away fromAr

K ⇥ {0}⇥ F 0K , i.e., the intersection (H⇤n (V )\ F)\ (WK ⇥ F)
is proper away from Ar

K ⇥ {0}⇥ F 0K .
On the other hand, since V 2 zqW,e(Ar

k, n) and hence V meetsW⇥F
0 in excess

dimension at most e(W ), it follows that H⇤n (V ) \ F must meet W ⇥ F in excess
dimension at most e(W ) along Ar

K ⇥ {0}⇥ F 0K . Thus H
⇤

n (V ) intersects WK ⇥ FK
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in excess dimension at most e(W ) for all faces FK ,! ⇤n+1
K . In other words,

H⇤n (V ) 2 zqWK ,e(Ar
K , n + 1). This proves (1) and hence the claim.

It follows from the claim that there is a chain homotopy

H⇤⌘ :

zqW,e
�
Prk |D, •

�
zqW

�
Prk |D, •

� ! zqWK ,e
�
PrK |DK , •

�
zqWK

�
PrK |DK , •

� [�1],

and composed with the restriction map {1} ,! ⇤k , there is a chain map

H⇤⌘,1 :

zqW,e
�
Prk |D, •

�
zqW

�
Prk |D, •

� ! zqWK ,e
�
PrK |DK , •

�
zqWK

�
PrK |DK , •

�

such that H⇤⌘ � @ + @ � H⇤⌘ = pr⇤K/k � H⇤⌘,1. Since H
⇤

⌘,1 = 0 by the claim, we see
that pr⇤K/k is zero on the homology. The proof of the theorem is complete.

Corollary 3.11. Given an integer r � 1, let D ,! Prk be a hyperplane. LetW =

{W1, · · · ,Ws} be a finite collection of locally closed subsets of Prk and let e : W !
Z�0 be a set function. Then the inclusion zqW,e�1(Prk |D, •) ,! zqW,e(Prk |D, •) is a
quasi-isomorphism.

Proof. For every e : W ! Z�0, there is a short exact sequence of chain complexes

0!
zqW,e�1

�
Prk |D, •

�
zqW

�
Prk |D, •

� !

zqW,e
�
Prk |D, •

�
zqW

�
Pr |D, •

� ! zqW,e
�
Prk |D, •

�
zqW,e�1

�
Prk |D, •

� ! 0. (3.15)

The first two quotient complexes are acyclic by Theorem 3.10. Hence the last one
must be acyclic as well.

4. Moving lemma for projective schemes

In this section we prove the moving lemma for the higher Chow groups of projective
schemes with very ample modulus. We assume for a while that the base field k is
infinite. This is only a temporary assumption and will be removed in the final
statement of the moving lemma (see Theorem 4.7).

We fix a closed embedding ◆X : X ,! PN
k of an equidimensional reduced

projective scheme X over k of dimension d � 1, with d < N . We fix two distinct
hyperplanes Hm, H1 ,! PN

k and let Lm,1 = Hm \ H1 2 Gr(N � 2, PN
k ). We

may assume that X 6⇢ Hm [ H1. We set

X0= X \ H1
j0
,! X,U= X \ Hm,U0=U \ X0, D = ◆⇤X (Hm) and D0 = j⇤0 (D)

so that X = U [ D and X0 = U0 [ D0.We shall assume that U is smooth over k.
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Remark 4.1. The hyperplane Hm could have been just called H , but we insist on
using the subscript m to keep in mind that Hm later induces the modulus divisor.

Given a locally closed subset S ( PN
k , let Gr(S, n, PN

k ) denote the set of
n-dimensional linear subspaces of PN

k which do not intersect S. Denote the set
of n-dimensional linear subspaces of PN

k containing a locally closed subscheme
S ( PN

k by GrS(n, PN
k ). We let dim(;) = �1. Given two locally closed subsets

Z1, Z2 ,! PN
k , let Sec(Z1, Z2) denote the union of all lines `xy ,! PN

k , joining
x 2 Z1 and y 2 Z2 with x 6= y. One checks that dim(Sec(Z1, Z2)) = dim(Z1) +

dim(Z2) � dim(Z1 \ Z2) if Z1 and Z2 are linear subspaces of PN
k . In general, we

have dim(Sec(Z1, Z2))  dim(Z1)+ dim(Z2)+ 1. Given a closed point x 2 X , let
Tx (X) denote the union of lines in PN

k which are tangent to X at x . For any locally
closed subset Y ✓ X , let TY (X) =

S
x2Y Tx (X). It is clear that dim(TY (X)) 

dim(Y ) + d if Y ✓ U . With this notation, we first prove the following:

Lemma 4.2. LetW ,! PN
k be a closed subscheme of dimension at most d such that

W 6⇢ Hm . Then,Gr(W, N�d�1, Hm) is a dense open subset ofGr(N�d�1, Hm).
If Lm,1 intersectsW properly, thenGr(W, N�d�1, Lm,1) is a dense open subset
of Gr(N � d � 1, Lm,1).

Proof. Consider the incidence variety S = {(x, L) 2 W ⇥Gr(N � d � 1, Hm)|x 2
L}. We have the projection maps of projective schemes

W S
⇡2 //⇡1oo Gr(N � d � 1, Hm). (4.1)

The fiber of ⇡1 over W \ Hm is empty and it is a smooth fibration over (W \ Hm)red
with each fiber isomorphic to Gr(N � d � 2, PN�2

k ). It follows that

dim(S) = dim(W \Hm)+d(N �d�1)  d+d(N �d�1)�1 = d(N �d)�1.

Thus ⇡2(S) is a closed subscheme of Gr(N � d � 1, Hm) of dimension at most
d(N � d) � 1. On the other hand, dim(Gr(N � d � 1, Hm)) = d(N � d) so that
Gr(W, N � d � 1, Hm) is dense and open in Gr(N � d � 1, Hm) \ ⇡2(S).

If Lm,1 intersects W properly, then we can argue as above with Hm replaced
by Lm,1. We find in this case that

dim(⇡2(S))  dim(S) = dim(W \ Lm,1) + (d � 1)(N � d � 1)
 d + (d � 1)(N � d � 1)� 2 = (d � 1)(N � d)� 1.

Since dim(Gr(N�d�1, Lm,1)) = (d�1)(N�d), we get the desired conclusion.

Given an inclusion of linear subspaces L ( L 0 ✓ PN
k such that dim(L) 

N � d � 1 and X \ L = ;, the linear projection away from L defines a Cartesian
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diagram

X \ L 0 //

✏✏

X

�L
✏✏

X \ L 0oo

✏✏
Pdk \ L 0 // Pdk Pdk \ L 0oo

(4.2)

of finite maps, where Pdk ,! PN
k is a linear subspace complementary to L . Let

RL(X) ⇢ X denote the ramification locus of �L .
For an irreducible locally closed subset A ( X , let L+(A) denote the closure

of ��1L (�L(A)) \ A in ��1L (�L(A)). We linearly extend this definition to all cycles
on X . We shall use similar notation for locally closed subsets of X ⇥⇤n with �L
replaced by �L ⇥ Id⇤n .

For two locally closed subsets A,C ⇢ X , let

e(A,C) = max{dim(Z)� dim(A)� dim(C) + d},

where the maximum is taken over all irreducible components Z of A \ C , if these
numbers are non-negative. We take e(A,C) to be zero it they are not.

Lemma 4.3. Let A ( X \ Hm be an irreducible locally closed subset and let C (
X \ Hm be any locally closed subset. Let 6 = {x1, · · · , xs} be a set of distinct
closed points of X contained in A. Then, there is a dense open subset U A,C

X ,!

Gr(N � d � 1, Hm) such that the following hold for every L 2 U A,C
X :

(1) X \ L = ;;
(2) RL(X) contains no irreducible component of A,C or A \ C;
(3) RL(X) \6 = ;;
(4) e(L+(A) \ C)  max{e(A,C)� 1, 0};
(5) The map k(�L(x))! k(x) is an isomorphism for x 2 6.

Proof. Item (1) follows from Lemma 4.2, so we prove the remaining ones. We
may assume that C is irreducible. Let L 2 Gr(X, N � d � 1, Hm). Set T L

r =

RL(X)\A\C = RL(U)\A\C and T L
ur = (L+(A)\C)\T L

r . Note that ‘r’ stands
for ramified and ‘ur’ for unramified. Then we must have L+(A) \ C ✓ T L

ur [ T L
r

and hence dim(L+(A) \ C)  max{dim(T L
ur ), dim(T L

r )}. Since the left square in
(4.2) is Cartesian (where L 0 = Hm) and A,C ⇢ U = X \ Hm , it follows that the
loci T L

r and T L
ur are contained in U .

Let S ,! ((A ⇥ C) \ 1X ) ⇥ Gr(N � d � 1, Hm) be the incidence variety
S = {(a, c, L)|`ac \ L 6= ;}. We have the projections A ⇥ C

pr1
 � S

pr2
�! Gr(N �

d � 1, Hm). Since L \ X = ;, we see that for any point (a, c) 2 ((A ⇥ C) \1X ),
pr�11 ((a, c)) = {L 2 Gr(N � d � 1, Hm)|dim(L \ `ac) = 0}. Consider the map
⇡ : pr�11 ((a, c))! `ac given by ⇡(L) = L \ `ac.
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Our hypothesis says that (A [ C) \ Hm = ; and this implies that `ac 6⇢
Hm . In particular, xac = `ac \ Hm is a single closed point of PN

k . This implies
that ⇡�1(`ac \ {xac}) = ; and ⇡�1({xac}) = pr�11 ((a, c)) = {L 2 Gr(N � d �
1, Hm)|xac 2 L} ' Gr(N � d � 2, PN�2

k ). It follows that dim(pr�11 ((a, c))) =

(N � d � 1)(N � 2� (N � d � 2)) = d(N � d � 1). We conclude from this that

dim(S)  dim(A) + dim(C) + d(N � d � 1)
= dim(A) + dim(C) + d(N � d)� d
= dim(A) + dim(C) + dim(Gr(N � d � 1, Hm))� d.

(4.3)

Let pC : S ! A ⇥ C ! C be the composite projection. We now observe that c 2
T L
ur if and only if there exists a 2 A such that a 6= c and `ac\L 6= ;. Since c 2 C as
well, this means that (a, c) 2 pr�12 (L). In other words, T L

ur ⇢ pC(pr�12 (L)). On the
other hand, it follows from (4.3) that there is a dense open subset U A,C

ur ✓ Gr(N �
d�1, Hm) such that pr�12 (L) is either empty or has dimension dim(A)+dim(C)�d
for every L 2 U A,C

ur . We conclude that:

(?) There is a dense open subset U A,C
ur ✓ Gr(N�d�1, Hm) such that dim(T L

ur ) 

dim(A) + dim(C)� d for each L 2 U A,C
ur .

Since U is smooth, given any point x 2 A \ C , our hypothesis implies that
Tx (X) is a locally closed subscheme of PN

k of dimension d such that Tx (X) 6⇢
Hm . We can therefore apply Lemma 4.2 to find a dense open subset of Gr(N�
d�1, Hm)whose elements do not meet Tx (X). But this means that x /2 RL(X)
for every L in this dense open subset. We can repeat this for any chosen point
in A and C as well. Since 6 ⇢ A, we therefore conclude that:

(??) There is a dense open subset U A,C
r ✓ Gr(N � d � 1, Hm) such that RL(X)

does not contain any component of A,C or A \C and it does not intersect 6,
whenever L 2 U A,C

r .
For any L 2 U A,C

r , we have dim(T L
r ) = dim(RL(X)\A\C)  max{dim(A\

C) � 1, 0}. Combining (?) and (??) with Lemma 4.2 and setting U A,C
X =

U A,C
ur \ U A,C

r , we conclude that U A,C
X is a dense open subset of Gr(N � d �

1, Hm) such that e(L+(A) \ C)  max{e(A,C)� 1, 0} for L 2 U A,C
X .

The proof of (5) is clear if k is algebraically closed. In general, let k be an algebraic
closure of k and let ⇡Y : Yk ! Y denote the base change to k for any Y 2 Schk .
For any x 2 6, let Sx = ⇡�1X (x) and let S =

S
x26 Sx . Then S ,! Xk is a finite

set of closed points contained in Ak . Let W
0 be the union of lines lxy in PN

k such
that x 6= y 2 S. Since S ⇢ Ak and A \ Hm = ;, we see that W 0 6⇢ Hm,k . Since
d � 1 = dim(W 0), we can apply Lemma 4.2 to assume that W 0 \ L = ; for all
L 2 U A,C

Xk
:= U Ak ,Ck

Xk
.

Since Gr(N � d � 1, Hm,k) contains an affine space Ad(N�d)

k as a dense open
subset, we can replace U A,C

Xk
by U A,C

Xk
\Ad(N�d)

k and assume that U A,C
Xk
✓ Ad(N�d)

k .
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Since k is infinite, the set of points in Ad(N�d)

k with coordinates in k is dense in
Ad(N�d)

k . Hence, there is a dense subset of U A,C
Xk

each of whose points L is defined
over k, i.e., L 2 Gr(N � d � 1, Hm). Let L 2 Gr(N � d � 1, Hm) be such that (1)
⇠ (4) hold and W 0 \ Lk = ;. We consider the Cartesian square

Xk

⇡X

✏✏

�Lk // Pdk
⇡Pd

✏✏
X

�L // Pdk .

(4.4)

Claim. For a closed point x 2 U and y := �L(x), one has |⇡�1Pd (y)|  |⇡�1X (x)|,
and the equality holds if and only if [k(x) : k(y)]sep = 1. Furthermore, this equality
holds if the map �Lk : ⇡�1X (x)! ⇡�1Pd (y) is injective.

It is an elementary fact that |⇡�1X (x)|=[k(x) :k]sep and |⇡�1Pd (y)|=[k(y) :k]sep.
The inclusions k ,! k(y) ,! k(x) and therefore the equality [k(x) : k]sep =

[k(y) : k]sep · [k(x) : k(y)]sep implies the first assertion. Next, the injectivity of
the map �Lk : ⇡�1X (x) ! ⇡�1Pd (y) implies that |⇡�1Pd (y)| � |⇡�1X (x)|. The second
part of the Claim follows.

To prove (5) in general, it suffices to show that the finite field extension
k(�L(x)) ,! k(x) is separable as well as purely inseparable for each x 2 6. Now,
the separability of this extension is equivalent to the assertion x /2 RL(X), and this
is guaranteed by (3). To prove inseparability, it is enough to show, using the above
claim, that �Lk : ⇡�1X (x)! ⇡�1Pd (�L(x)) is injective. But this follows immediately
from the fact that W 0 \ Lk = ;. The proof of the lemma is complete.

Lemma 4.4. Let ↵ 2 zq(X |Hm, n) be an admissible cycle. Let C ⇢ X \ Hm be
a locally closed subset as in Lemma 4.3. We can then find a dense open subset
U Z ,C
X ⇢ Gr(N � d � 1, Hm) such that the following hold for every L 2 U Z ,C

X .

(1) X \ L = ;;
(2) For every irreducible component Z of ↵, no irreducible component of the sup-

port of the cycle �⇤L � �L⇤([Z ])� [Z ] coincides with Z .

Proof. It is enough to consider the case when ↵ = [Z ] is an irreducible admissible
cycle. For any L 2 Gr(N�d�1, Hm) satisfying (1), we need to prove the following
to obtain (2):

(i) the ramification locus RnL(X) of �nL does not contain Z , where �
n
L := �L ⇥

Id⇤n
k
;

(ii) �nL |Z : Z ! �nL(Z) is birational.
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Let prX : X ⇥ ⇤n
k ! X and pr⇤n

k
: X ⇥ ⇤n

k ! ⇤n
k be the projection maps. We

fix a closed point z 2 Z and set x = prX (z), y = pr⇤n
k
(z),W = �nL(Z) and A =

prX (Z). Then A is a finite disjoint union of locally closed subsets of X . Since Z is
an admissible cycle having modulus Hm , we must have A \ Hm = ;. In particular,
x 2 U . It is shown in the proof of Theorem 5.4 that ({y}⇥ X) \ Z is a finite set of
closed points away from ({y}⇥ Hm). In particular, D := prX (({y}⇥ X) \ Z) is a
finite set of closed points of X containing x and contained in A. This implies that
Sec(x, D) is a closed subset of PN

k of dimension one which is not contained in Hm .
Hence, we conclude from Lemma 4.2 that Gr(Sec(x, D), N � d � 1, Hm) is dense
open in Gr(N � d � 1, Hm).

We have shown in the proof of Lemma 4.3 that there is a dense open subset
UZ ,1 ⇢ Gr(N � d � 1, Hm) such that Tx (X) \ L = ; for each L 2 UZ ,1. Since
the left square in (4.2) is Cartesian and �L is finite, it follows that its restriction
�UL : U ! Pdk \ Hm is also finite. Since U is furthermore smooth, it follows that
�UL is a finite and flat morphism of smooth schemes.

The flatness of �UL now implies that there is an open neighborhood V ⇢ U of x
such that �L : V ! Pdk is étale. In particular, �nL : V⇥⇤n

k ! Pdk⇥⇤n
k is étale. This

implies that there is an open subset V 0 of Z containing z such that �nL |V 0 : V
0
! W

is unramified. We set U Z ,C
X = Gr(Sec(x, D), N�d�1, Hm)\UZ ,1\U A,C

X , where
U A,C
X is as in Lemma 4.3.
We fix any L 2 U A,C

X . Since RnL(X) = RL(X) ⇥⇤n
k and no component of A

is in RL(X) by Lemma 4.3, it follows that Z 6⇢ RnL(X), proving (i). To prove (ii), it
suffices to show that z /2 RnL(Z), {z} = (�nL)

�1(�nL(z)) \ Z and k(�
n
L(z))

'

�! k(z),
because they imply that the map OW,�nL (z) ! OZ ,z is an isomorphism, and hence
induces isomorphism of the function fields.

We have shown above that z /2 RnL(Z). Since the map k(�L(x)) ! k(x) is
an isomorphism by Lemma 4.3, it follows that the map �nL : ⇤n

k(x) ! ⇤n
k(�L (x))

is also an isomorphism. In particular, the map k(�nL(z)) ! k(z) is an isomor-
phism. To show {z} = (�nL)

�1(�nL(z)) \ Z , note that if there is a closed point
z0 2 ((�nL)

�1(�nL(z)) \ Z) \ {z}, then x 0 := prX (z0) 2 D \ L+(x), where we recall
that L+(x) = ��1L (�L(x)) \ {x}. But this can happen only if `xx 0 \ L 6= ;, which is
not the case because L 2 Gr(Sec(x, D), N � d � 1, Hm). This concludes the proof
of (ii) and the lemma.

Remark 4.5. We a make few comments on Lemma 4.3. To some readers, this
result may appear similar to [13, Lemma 3.5.4]. But we caution the reader that the
context, the underlying hypotheses and the proofs of the two results are different.
We explain these differences:

(1) The proof of Lemma 4.3 does not work if we replace X by X\AN
k . The reason

is that even if X intersects Lm,1 properly, we may not be able to find points
on A \ C whose tangent spaces will intersect Lm,1 properly, and this breaks
the second part of the proof of Lemma 4.3.
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Since [13] considers the affine case, Levine cannot therefore use the above
argument. Instead, he uses the idea of reimbedding X into a big enough pro-
jective space which allows him to take care of the above intersection problem
associated to the tangent spaces;

(2) Contrary to [13], we cannot use the reimbedding idea. The reason is that we
may not be able to realize our modulus Hm as pull-back of any hypersurface on
the bigger projective space under the reimbedding. This in turn may not allow
us to realize Hm as pull-back of a hypersurface under a linear projection;

(3) The modulus condition imposes more severe restrictions on the choice of L
than in the situation of [13]. Thus we need to make more refined choices and
without changing the given embedding of X .

Let W = {W1, · · · ,Ws} be a finite collection of locally closed subsets of X \

Hm and let e : W ! Z�0 be a set function. Let K denote the function field of
Gr(N � d � 1, Hm) and let Lgen 2 Gr(N � d � 1, Hm)(K ) be the generic point of
Gr(N � d � 1, Hm). This can be seen as a K -rational point of Gr(N � d � 1, Hm).

Lemma 4.6. The linear projection away from Lgen defines a finite map �Lgen :

XK ! PdK satisfying the following conditions:

(1) The restriction �ULgen : UK ! PdK \ Hm,K is finite and flat;
(2) DK = �⇤Lgen(Hgen) for the hyperplane Hgen = (Hm \ Pd)K in PdK ;
(3) The pull-back �⇤Lgen : zq(PdK |Hgen, •)! zq(XK |DK , •) is defined;
(4) (�⇤Lgen� �Lgen⇤� pr

⇤

K/k � pr
⇤

K/k) maps z
q
W,e(X |D, •) to zqWK ,e�1(XK |DK ,•).

Proof. Having established Lemmas 4.3 and 4.4, the proof of this lemma is identical
to that of [13, Lemma 3.5.6]. The modulus condition plays no role in this deduction.
Using Lemmas 4.3 and 4.4 and the argument of [13] verbatim, one shows that given
a cycle ↵ 2 zqW,e(X |D, p), there exists a dense open subset U↵X ✓ Gr(N � d �
1, Hm) such that for each L 2 U↵X , the linear projection away from L defines a
finite map �L : X ! Pdk satisfying the required conditions. This map is flat on U
as shown in the proof of Lemma 4.4. Taking L = Lgen and using Lemma 2.5, we
get (1), (3) and (4). The map �Lgen⇤ is defined by [11, Proposition 2.10].

Item (2) follows at once from our choice of Lgen and the elementary property
of linear projection that a hyperplane section X \ H in PN

k is a pull-back of a
hyperplane of Pdk via �L if and only if L ⇢ H .

We are now ready to prove our main theorem on the moving lemma for the
higher Chow groups of projective schemes with very ample modulus.

Theorem 4.7. Let k be any field and let X be an equidimensional reduced pro-
jective scheme of dimension d � 1 over k. Let D ⇢ X be a very ample effective
Cartier divisor such that X \D is smooth over k. LetW = {W1, · · · ,Ws} be a finite
collection of locally closed subsets of X and let e : W ! Z�0 be a set function.
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Then, the inclusion zqW,e�1(X |D, •) ,! zqW,e(X |D, •) is a quasi-isomorphism. In
particular, the inclusion zqW(X |D, •) ,! zq(X |D, •) is a quasi-isomorphism.

Proof. The second part easily follows from the first part by induction because
zqW(X |D, •) = zqW,0(X |D, •) and zq(X |D, •) = zqW,q(X |D, •). We thus need

to show that the quotient complex zqW,e(X |D,•)

zqW,e�1(X |D,•)
is acyclic.

First suppose that the theorem is true for all infinite fields and let k be a finite
field. Take a homology class ↵ in this quotient. We choose two distinct primes `1
and `2, other than char(k), and take pro-`i -extensions ◆i : Spec (ki )! Spec (k) for
i = 1, 2. Then the case of infinite fields tells us that ◆⇤i (↵) = 0 for i = 1, 2. Hence, a
descent argument implies that there are finite extensions ⌧i : Spec (k0i )! Spec (k)
of relatively prime degrees such that ⌧⇤i (↵) = 0 for i = 1, 2. Using the projection
formula for finite and flat morphisms (see [11, Theorem 3.12]), this implies that
d1↵ = 0 = d2↵, where (d1, d2) = 1. We conclude that ↵ = 0.

We can now assume that k is infinite. We setW0
= {W1 \ D, · · · ,Ws \ D}.

Since a cycle in zq(X |D, p) does not intersect D⇥⇤p, we see that zqW(X |D, •) =

zqW0(X |D, •), and we may assume that W \ D = ; for each W 2W .
Since D is very ample, we can choose a closed embedding ◆X : X ,! PN

k
and a hyperplane Hm ⇢ Pnk such that D = ◆⇤(Hm). If X = PN

k , we are done by
Theorem 3.10. So we can assume that 1  d  N � 1.

It follows from Lemma 4.6 that the map

⇣
�⇤Lgen� �Lgen⇤� pr

⇤

K/k� pr
⇤

K/k

⌘
:

zqW,e(X |D, •)

zqW,e�1(X |D, •)
!

zqWK ,e(XK |DK , •)

zqWK ,e�1(XK |DK , •)
(4.5)

is zero. On the other hand, each �⇤Lgen � �Lgen⇤ factors as

zqWK ,e(XK |DK , •)

zqWK ,e�1(XK |DK , •)

�Lgen⇤
���!

zq�Lgen (WK ),e0
�
PdK |Hgen, •

�
zq�Lgen (WK ),e0�1

�
PdK |Hgen, •

�
�⇤Lgen
���!

zqWK ,e(XK |DK , •)

zqWK ,e�1(XK |DK , •)

for some e0 (see [10, Section 6C]). It follows from Corollary 3.11 that the middle
complex is acyclic. This in turn implies that �⇤Lgen � �Lgen⇤ = 0 is zero on the level
of homology. Combining this with (4.5), we conclude that pr⇤K/k is zero on the

level of homology. By Proposition 2.8, the complex zqW,e(X |D,•)

zqW,e�1(X |D,•)
is acyclic. This

concludes the proof of the theorem.
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5. Applications and remarks

In this section we apply our moving lemma to prove certain contravariant functo-
riality for higher Chow groups with modulus. We prove a vanishing theorem on
higher Chow groups with ample modulus. We end the section by explaining why
the very ampleness condition is crucial for proving the moving lemma.

5.1. Contravariance

Let X be a quasi-projective scheme over a field k and let D ⇢ X be a very ample
effective Cartier divisor. Recall from [11, Theorem 3.12] if that X is smooth, there
is a cap product \X : CHq(X, p)⌦ZCHq

0

(X |D, p0)! CHq+q 0(X |D, p+ p0).We
prove the following contravariant functoriality for cycles with modulus.

Theorem 5.1. Let f : Y ! X be a morphism of quasi-projective schemes over a
field k, where X is projective over k. Let D ⇢ X be a very ample effective Cartier
divisor such that X \D is smooth over k. Suppose that f ⇤(D) is a Cartier divisor on
Y (i.e., no minimal or embedded component of Y maps into D). Then there exists a
map

f ⇤ : zq(X |D, •)! zq
�
Y | f ⇤(D), •

�
in the derived category of Abelian groups. In particular, there is a pull-back f ⇤ :

CHq(X |D, p) ! CHq(Y | f ⇤(D), p) for every p, q � 0. If X and Y are smooth
and projective, then for every a 2 CH⇤(Y, •) and b 2 CH⇤(X |D, •), there is a
projection formula f⇤(a \Y f ⇤(b)) = f⇤(a) \X b.

Proof. The proof is a standard application of the moving lemma for Chow groups.
Set E = f ⇤(D). For 0  i  dim(Y ), let Xi be the set of points x 2 X such
that dim( f �1(x)) � i , where we assume dim(;) = �1. LetW be the collection
of the irreducible components of all Xi . The reader can check that W is a finite
collection and the pull-back f ⇤ : zqW(X |D, •) ! zq(Y |E, •) is defined (see [10,

Theorem 7.1]). We thus have maps zq(X |D, •)
q.iso
 zqW(X |D, •)

f ⇤
! zq(Y |E, •)

and Theorem 4.7 says that the arrow on the left is a quasi-isomorphism. This proves
the first part of the theorem.

To prove the projection formula, we can assume using Theorem 4.7 that b 2
CH⇤(X |D, •) is represented by a cycle Z 2 zqW(X |D, •), where W is as con-
structed above. By [11, Lemma 3.10], there is a finite collection of locally closed
subsets C of Y such that Z 0 ⇥ f ⇤(Z) 2 zq1Y

(Y |E, •) for all Z 0 2 zqC(Y, •). By the
moving lemma for Bloch’s higher Chow groups, we can assume that a 2 CH⇤(Y, •)
is represented by a cycle Z 0 2 zqC(Y, •). In this case, it is straightforward to check
that f⇤(Z 0) ⇥ Z 2 zq1X

(X |D, •) and f⇤ � 1⇤Y (Z 0 ⇥ f ⇤(Z)) = 1⇤X ( f⇤(Z 0) ⇥ Z).
This finishes the proof.

Remark 5.2. We remark that a pull-back map on higher Chow groups with mod-
ulus was constructed in [11, Theorem 4.3]. But Theorem 5.1 cannot be deduced
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from [11, Theorem 4.3]. The reason is that we make no assumption on the map f
while [11] assumes D and E to be the pull-backs of a divisor on a base scheme S
over which both X and Y should be smooth.

We also remark that Theorem 5.1 proves a stronger statement than giving a
pull-back map on the higher Chow groups with modulus. This stronger version
of [11, Theorem 4.3] is not yet known.

Corollary 5.3. Let r � 1 be an integer and let f : Y ! Prk be a morphism
of quasi-projective schemes over a field k. Let D ⇢ Prk be an effective Cartier
divisor such that f ⇤(D) is a Cartier divisor on Y . Then, there exists a pull-back
f ⇤ : CHq(Prk |D, p)! CHq(Y | f ⇤(D), p) for every p, q � 0. If Y is also smooth
and projective, then for every a 2 CH⇤(Y, •) and b 2 CH⇤(Prk |D, •), there is a
projection formula f⇤(a \Y f ⇤(b)) = f⇤(a) \X b.

Proof. If D = 0, then it is just an application of the moving lemma for usual higher
Chow groups. If D 6= 0 then it is very ample, so that Theorem 5.1 applies.

5.2. A vanishing theorem

The following result shows that the higher Chow groups of projective schemes (not
necessarily smooth) with ample modulus are nontrivial only in high codimension.
More precisely:

Theorem 5.4. Let X be a projective scheme of dimension d � 1 over a field k. Let
D ⇢ X be an ample effective Cartier divisor. Then zs(X |D, p) = 0 for s > 0. In
particular, CHs(X |D, p) = 0 for s > 0.

Proof. We can find a closed embedding ◆X : X ,! PN
k and a hyperplane H ,! PN

k
such that nD = ◆⇤X (H) for some n � 0. Suppose zs(X |D, p) 6= 0 for some s 2 Z.
Let ↵ 2 zs(X |D, p) be a nonzero admissible cycle and let Z be an irreducible
component of ↵. Let prPNk : PN

k ⇥⇤p
k ! PN

k and pr⇤p
k

: PN
k ⇥⇤p

k ! ⇤p
k denote

the projection maps. Let y 2 ⇤p
k be any scheme point. For any map W ! ⇤p

k ,
let Wy denote the fiber Spec (k(y)) ⇥⇤p

k
W over y. The modulus condition for Z

implies that Zy is a closed subscheme of PN
y disjoint from Hy . In particular, Zy is a

projective k(y)-scheme which is a closed subscheme of (PN
y \Hy) ' AN

k(y). Hence,
it must be finite. We have thus shown that the projection map Z ! ⇤p

k is projective
and quasi-finite, and hence finite. In other words, we must have dim(Z) = s + p 
p, i.e., s  0. Thus zs(X |D, p) = 0 if s > 0, as desired.

5.3. Sharpness of the very ampleness condition

We now show by an example that we cannot weaken the very ampleness condition
to mere ampleness for the modulus divisor D ⇢ X . This also shows that the moving
lemma for cycles with modulus on smooth affine schemes cannot be proven using



A MOVING LEMMA FOR CYCLES WITH VERY AMPLE MODULUS 1545

the method of linear projections, in general. This partly explains the need for the
Nisnevich sheafification of the cycle complex for the moving lemma of W. Kai [7].

Let X be an elliptic curve over an algebraically closed field k and let D ⇢ X
be a closed point. It is clear that OX (D) is ample. We claim that there exists no
pair ( f, D0) consisting of a map f : X ! P1k and an effective Cartier divisor
D0 2 Div(P1k) such that D = f ⇤(D0).

Suppose there does exist such a pair ( f, D0). Observe that we must have d :=

deg(D0) > 0 and D0 is very ample. Let ◆ : P1k ,! Pdk denote the closed embedding
such that OP1k

(D0) ' ◆⇤(OPdk
(1)). This gives a regular map ◆ � f : X ! Pdk such

that (◆ � f )⇤(OPdk
(1)) = OX (D). This implies that OX (D) is globally generated.

However, by Riemann-Roch, one checks immediately that h0(D) = 1 in our case,
i.e., dim(|D|) = 0 and the unique element of |D| vanishes at D, a contradiction.

The only technique yet available in the literature to prove the moving lemma
for Bloch’s higher Chow groups of smooth affine schemes is the method of lin-
ear projections. Bloch proved the moving lemma for higher Chow groups of all
smooth quasi-projective schemes (see [3] and [4, Proposition 2.5.2]). But his proof
depends on the moving lemma for smooth affine schemes proven in [2] using linear
projections.

Let us now consider the case of moving lemma for higher Chow groups with
modulus on smooth affine schemes. Let U be a smooth affine scheme over an alge-
braically closed field k of characteristic zero. Let D ⇢ U be a principal effective
divisor (u) such that the induced map u : U \ D ! A1k is smooth. We use the
above example to show that even in this special case, the method of linear projec-
tions cannot be used to prove the moving lemma for the higher Chow groups on U
with modulus D. This makes proving the moving lemma for cycles with modulus
on smooth affine or projective schemes very subtle and challenging.

Let X be an elliptic curve over k as above and let D ,! X be a closed point.
There exists an affine neighborhood V ,! X of D such that D = (u) is principal
on V . Let u : V ! A1k be the induced dominant map. We can find an affine
neighborhood U ,! V of D such that u : U \ D! A1k is étale.
Proposition 5.5. There exists no pair ( f, D0) consisting of a finite map f : U !
A1k and effective Cartier divisor D0 ,! A1k such that D = f ⇤(D0).
Proof. If such pair ( f, D0) exists, then we get a commutative diagram

U
j 0 //

f
✏✏

X

f 0
✏✏

A1k
j // P1k,

(5.1)

where the horizontal maps are open inclusions and the vertical maps are finite. This
finiteness implies that the above square is Cartesian. This in turn implies that we
have a finite map f 0 : X 0 ! P1k and effective Cartier divisor D0 ,! P1k such that
D = f 0⇤(D0) on X . But we have previously shown that this is not possible.
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6. Higher Chow groups with modulus of a line bundle

Let X be a quasi-projective scheme of dimension d � 0 over a field k. Let f : L!
X be a line bundle and let ◆ : X ,! L be the 0-section embedding. In this case,
one knows that there is an isomorphism ◆⇤ : CH⇤(L, •)

'

�! CH⇤(X, •) (up to a shift
in dimension) of ordinary higher groups. Since the Chow groups with modulus are
supposed to be the ‘relative motivic cohomology’ of the pair (L, ◆(X)), one expects
CH⇤(L|X, •) to be trivial.

As an application of the moving techniques of Section 3, we show in this sec-
tion that every cycle in zs(L|X, •) can be moved to a trivial cycle so that this com-
plex is acyclic. This gives an evidence supporting the expectation that the Chow
groups with modulus are the relative motivic cohomology. It also provides exam-
ples where the higher Chow groups of a variety with a modulus in an effective
Cartier divisor are all zero. Note that this can never happen for the ordinary higher
groups. The proof closely follows the arguments of Lemmas 3.5 and 3.8, and Propo-
sition 3.9.

Let H : L⇥A1k!L be the standard fiberwise contraction given explicitly as
follows: for an affine open subsetU=Spec (R) ⇢ X such that f |U is trivial, i.e., of
the form f |U : U⇥A1k ! U , writeL|U = Spec (R[t]). Then, H |U : U⇥A1k⇥A1k !
U ⇥A1k is induced by the polynomial map R[x]! R[t, x], given by x 7! t x .

For n � 0, let Hn : L⇥A1k⇥⇤
n
k ! L ⇥ ⇤

n
k be the map H⇥ Id⇤

n
k
. For any

irreducible closed admissible cycle V 2 zs(L|X, n), let H⇤(V ) denote the cycle as-
sociated to the flat pull-back H�1n (V ). Set V 0=(H⇤(V ))red. We extend H⇤ linearly
to all cycles. Let V ,! L⇥⇤

n
k denote the closure of V and let ⌫V : V N

! L⇥⇤
n
k

be the composition of the normalization and the inclusion. Let V 0 denote the clo-
sure of V 0 in L⇥⇤

n+1
k and let ⌫V 0 : V

0N
! L⇥⇤

n+1
k denote the map induced by

the normalization of V 0.
Lemma 6.1. V 0 ,! L⇥⇤n+1

k has modulus X .
Proof. Since the modulus condition is local on L, it is enough to show that V 0 \
( f �1(U)⇥⇤n+1

k ) has modulusU for every affine open subsetU ⇢ X over which f
is trivial. So we may assume X = Spec (R) is affine andL = Spec (R[X]) is trivial.
In this case, H : U ⇥A1k ⇥A1k ! U ⇥A1k is given by H(u, x, y) = (u, xy). Since
U plays no role in this map, we can drop it and assume U = Spec (k) so that H :

A1k ⇥A1k ! A1k is the multiplication map. This map uniquely extends to a rational
map H : P1k⇥P1k 99K P1k , given by H ((X0; X1), (T0; T1)) = (X0T0; X1T1), which
is regular on W = (P1k ⇥ P1k) \ {(0,1), (1, 0)}.

We next observe that since the modulus divisor is U = {0} ,! A1k , to check
the modulus condition for H�1(V ) is equivalent to check the modulus ({0} ⇥ A1k)
for (H |W⇥⇤n

k
)�1(V1), where V1 is the closure of V in P1k⇥⇤n

k . We can thus replace

A1k by P1k as the target space of H and V 0 by its closure in P1k ⇥ ⇤
n+1
k in order to

check the modulus condition for V 0.
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Let ⇡ : 0! P1k ⇥ P1k be the blow-up along 6 = {(0,1), (1, 0)}. It is easily
checked (see the proof of Lemma 3.5) that 0 ,! P1k ⇥ P1k ⇥ P1k is the closed sub-
scheme given by 0 = {((X0; X1), (T0; T1), (Y1;Y0)) |X0T0Y0 = X1T1Y1}. Define
a map H : 0! P1k by H ((X0; X1), (T0; T1), (Y1;Y0)) = (Y1;Y0).

We claim that H |W = H . To check this, let U1 = {((X0; X1), (T0; T1)) |X1 6=
0 6= T0} and U2 = {((X0; X1), (T0; T1)) |X0 6= 0 6= T1} be two open subsets of
P1k⇥P1k . In the affine coordinates (x0, t1) 2 U1 ' A2k , the restriction of H onU1\W
is given by H(x0, t1) = (x0; t1) and the restriction of H on ⇡�1(U1) \W \ (x0 6=
0) is given by H

�
(x0, t1, (1; x�10 t1)

�
= (1; x�10 t1) = (x0; t1) = H(x0, t1). The

restriction of H on ⇡�1(U1) \ W \ (t1 6= 0) is given by H
�
(x0, t1, (x0t�11 ; 1)

�
=

(x0t�11 ; 1) = (x0; t1) = H(x0, t1).
The restriction of H on U2 \ W is given by H(x1, t0) = (t0; x1) and the

restriction of H on ⇡�1(U2) \ W \ (x1 6= 0) is given by H
�
(x1, t0, (x�11 t0; 1)

�
=

(x�11 t0; 1) = (t0; x1) = H(x1, t0). The restriction of H on ⇡�1(U1)\W \ (t0 6= 0)
is given by H

�
(x1, t0, (1; x1t�10 )

�
= (1; x1t�10 ) = (t0; x1) = H(x1, t0). Since ⇡ is

an isomorphism away from U1 [U2, we have shown that H |W = H .
It follows from the claim that there is a commutative diagram

⇡�1(W )
� � j1 //

'

✏✏

0

⇡
✏✏✏✏

H

��@
@

@
@

@
@

@
@

W � � j //
99P1k ⇥ P1k

H // P1k .

(6.1)

Let E = ⇡⇤((0,1)) denote one of the two components of the exceptional divisor
for ⇡ and let D = U = {0} ,! P1k . We have ⇡⇤(D ⇥ P1k) = (D ⇥ P1k) + E .
Similarly, we have ⇡⇤(P1k⇥ {1}) = (P1k⇥ {1})+ E in Div(0). Set En = E⇥⇤

n
k .

Let Z ,! 0⇥⇤
n
k denote the strict transform of V

0. Since Hn(Z \ (⇡�1(W )⇥

⇤n
k )) = V and since Hn is projective, we must have Hn(Z) = V . We remark

at this stage that ensuring the projectivity of Hn was the reason for us to replace
A1k ⇥A1k by P1k ⇥ P1k and A1k by P1k as the source and the target of H .

We now have a commutative diagram

ZN
⌫Z

""EE
EE

EE
EE

E

f //

g

✏✏

V N

⌫V
✏✏

0 ⇥⇤
n
k

Hn //

⇡n
✏✏

P1k ⇥⇤
n
k

V 0
N
⌫V 0

// P1k ⇥⇤
n+1
k ,

(6.2)
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where f and g are the unique maps induced by the universal property of normal-
ization for dominant maps. Since f is a surjective map of integral schemes, the
modulus condition for V implies that (⌫V � f )⇤(P1k ⇥ F1n ) � (⌫V � f )⇤(D ⇥⇤

n
k )

on ZN . In particular, we get (Hn � ⌫Z )⇤(P1k ⇥ F1n ) � (Hn � ⌫Z )⇤(D⇥⇤
n
k ) on ZN .

Equivalently, we have

⌫⇤Z
�
0 ⇥ F1n

�
� ⌫⇤Z

⇣
H⇤(D)⇥⇤

n
K

⌘
. (6.3)

Since H⇤(D) = (A1k ⇥ {0}) + ({0}⇥⇤k), we get j⇤1,n � H
⇤

n(D⇥⇤
n
k ) = j⇤1,n(A1k ⇥

F0n,n+1)+ j⇤1,n(D⇥⇤
n+1
k ), where j1 : W ,! 0 is the inclusion. Since A1k⇥ F0n,n+1

and D⇥⇤
n+1
k are irreducible, we get H⇤(D)⇥⇤

n
k � (P1k⇥ F0n,n+1)+ (D⇥⇤

n+1
k )

on 0 ⇥⇤
n
k . Combining this with (6.3), we get

⌫⇤Z
�
0 ⇥ F1n

�
� ⌫⇤Z

⇣
D ⇥⇤

n+1
k

⌘
. (6.4)

This in turn implies that

(⇡n � ⌫Z )⇤
⇣
P1k ⇥ F1n+1

⌘
= (⇡n � ⌫Z )⇤

⇣
P1k ⇥ F1n ⇥⇤k

⌘
+ (⇡n � ⌫Z )⇤

⇣
P1k ⇥⇤

n
k ⇥ {1}

⌘
= ⌫⇤Z

�
0 ⇥ F1n

�
+ (⇡n � ⌫Z )⇤

⇣
P1k ⇥⇤

n
k ⇥ {1}

⌘
� ⌫⇤Z

⇣
D ⇥⇤

n+1
k

⌘
+ (⇡n � ⌫Z )⇤

⇣
P1k ⇥⇤

n
k ⇥ {1}

⌘
= ⌫⇤Z

⇣
D ⇥⇤

n+1
k

⌘
+ ⌫⇤Z (En) + ⌫⇤Z

⇣
P1k ⇥⇤

n
k ⇥ {1}

⌘
= (⇡n � ⌫Z )⇤

⇣
D ⇥⇤

n+1
k

⌘
+ ⌫⇤Z

⇣
P1k ⇥⇤

n
k ⇥ {1}

⌘
� (⇡n � ⌫Z )⇤

⇣
D ⇥⇤

n+1
k

⌘
.

Using (6.2), this gives g⇤(⌫⇤V 0(P1k ⇥ F1n+1)) � g⇤(⌫⇤V 0(D ⇥⇤
n+1
k )). We now apply

Lemma 2.6 to conclude that ⌫⇤V 0(P1k ⇥ F1n+1) � ⌫⇤V 0(D ⇥ ⇤
n+1
k ) and this is the

modulus condition for V 0.

Lemma 6.2. V 0 ,! L⇥⇤n+1
k intersects all the faces properly.

Proof. Since H is flat, V 0 intersects properly all the faces of ⇤n+1
k of the form

F ⇥⇤k . Since ◆⇤n+1,n+1,1(V
0) = V , which intersects the faces of ⇤n

k properly, we
see that V 0 intersects F1n+1,n+1 properly. Since V \ (X ⇥⇤n

k ) = ;, we must have
◆⇤n+1,n+1,0(V

0) = 0. We have thus shown that V 0 satisfies the face condition.
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Theorem 6.3. Let X be a quasi-projective scheme over a field k and let f : L ! X
be a line bundle. Let ◆ : X ,! L denote the 0-section embedding. Then the cycle
complex zs(L|X, •) is acyclic for all s 2 Z.

Proof. It follows from Lemmas 6.1 and 6.2 that H : L ⇥ A1k ! L defines a
chain homotopy H⇤

: zs(L|X, •) ! zs(L|X, •)[�1] between H⇤

0 = (H |L⇥0)⇤

and H⇤

1 = (H |L⇥1)⇤. It is clear that H⇤

1 = Idzs(L|X,•) and the modulus condition
implies that H⇤

0 = 0. It follows that zs(L|X, •) is acyclic.
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