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T1 criteria for generalised Calderón-Zygmund type operators
on Hardy and BMO spaces associated to Schrödinger operators

and applications

THE ANH BUI, JI LI AND FU KEN LY

Abstract. Suppose L = �1+V is a Schrödinger operator onRn with a potential
V belonging to certain reverse Hölder class RH� with � � n/2. The main
aim of this paper is to provide necessary and sufficient conditions in terms of
T1 criteria for a generalised Calderón-Zygmund type operator with respect to L
to be bounded on Hardy spaces H p

L (Rn) and on BMO type spaces BMO↵L (Rn)
associated with L . We give applications to several singular integral operators
associated to L including the Riesz transformsrL�1/2,r2L�1, V 1/2L�1/2 and
V L�1.

Mathematics Subject Classification (2010): 35J10 (primary); 42B20, 42B30,
42B35 (secondary).

1. Introduction

It is well-known that the T1 theorem plays a crucial role in the analysis of L2
boundedness (and furthermore the L p boundedness) of Calderón-Zygmund singular
integral operators (see [6] and [13, page 590]). For the endpoint boundedness (i.e.
p = 1 and p = 1), there are also analogous T1 criterions for Calderón-Zygmund
operators. To be more precise, suppose T is a Calderón-Zygmund operator (in
what follows we denote this by T 2 CZO), then T is bounded on the Hardy space
H1(Rn) if and only if T ⇤1 = 0, and bounded on the BMO space BMO(Rn) if and
only if T1 = 0 (see for example [15]).

Recently, Betancor et al. [2] established a T1 criterion for Hermite-Calderón-
Zygmund operators on the BMO space BMOH (Rn) associated with the Hermite
operator (also known as the harmonic oscillator) H = �1 + |x |2 in Rn . Based
on this criterion they studied systematically the boundedness of certain singular
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integral operators related to H on BMOH (Rn), such as Riesz transforms, max-
imal operators related to the heat and Poisson semigroups, Littlewood-Paley g-
functions, as well as variation operators. This T1 criterion was generalised by Ma
et al. [22], where they established a T1 criterion for boundedness in the Campanato
type spaces BMO↵L(Rn) of so-called � -Schrödinger-Calderón-Zygmund operators,
which are related to the Schrödinger operator L on Rn , n � 3, given by

L = �1+ V, V 2 RH� , � � n/2. (1.1)

The expression V 2 RH� means that V is a non-negative function that satisfies the
reverse Hölder inequality

✓
1

|B|

Z

B
V (y)�dy

◆ 1
�


C
|B|

Z

B
V (y)dy (1.2)

for some constant C = C(q, V ) and every ball B.
As applications, they obtained regularity estimates for certain operators related

to L such as the maximal operators and square functions of the heat and Poisson
semigroups, for Laplace transform type multipliers, for negative powers L�� /2.
Moreover, on restricting � � n, they obtained regularity estimates for the Riesz
transforms rL�1/2.

Shen [23] proved that when � � n, the Riesz transformsrL�1/2 are Calderón-
Zygmund operators. However, this may not be true when n/2  � < n because
pointwise estimates on the kernel of rL�1/2 are not available. Anyway certain
weaker estimates related to the standard Hörmander condition

Z

|x�y|>�|y�y|
|K (x, y) � K (x, y)|dx  C (1.3)

have been derived in [4, 14], for some C > 0 and � > 1 and every y, y 2 Rn .
The aim of this article is to provide necessary and sufficient conditions for

a larger class of generalised Calderón-Zygmund type operator T to be bounded
on H p

L (Rn), where L = �1 + V is a Schrödinger operator with V 2 RH� for
some � � n/2. The conditions are phrased as conditions on the object T ⇤1. As
a consequence we also obtain the criterion for such operators T to be bounded on
BMO↵L(Rn), with conditions phrased on T1. We would like to describe briefly our
contributions in this paper.

(i) Unlike [22], we do not assume pointwise and smoothness conditions on the
associated kernel of our generalised Calderón-Zygmund type operators. This
allows us to relax the condition � � n when considering the Riesz trans-
forms rL�1/2, and also allows us to consider such operators as V 1/2L�1/2

and V L�1;
(ii) Our results recover those in [2] for the Hermite-Calderón-Zygmund operators,

and those in [22] for their � -Schrödinger-Calderón-Zygmund operators when
� = 0;
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(iii) The result for boundedness on Hardy spaces (Theorem 1.2) is new in the liter-
ature;

(iv) To prove the boundedness on Hardy spaces, we introduce the notion of L-
molecules satisfying certain size and weak cancellation conditions, which are
different from the L-molecules considered in the direction of work in [1,7,16].
Then we establish a molecular characterization of Hardy spaces using such
molecules.

1.1. Main results

In what follows we set L as in (1.1).
The critical radius function (introduced by Shen [23]) associated to the poten-

tial V 2 RH� with � � n/2 is defined by

⇢(x) = sup
⇢
r > 0 :

1
rn�2

Z

B(x,r)
V (y)dy  1

�
. (1.4)

As an example for the harmonic oscillator with V (x) = |x |2, we have ⇢(x) ⇠
(1+ |x |)�1.

We also set �0 := 2�n/� , a constant which will play a key role in this article.
Note that 0 < �0  1 precisely when n

2 < �  n.
We now introduce generalized Calderón-Zygmund type operators with respect

to L as defined in (1.1) as follows.
Definition 1.1. Let � > 0, 1 < ✓ < 1 and ✓ 0 be the conjugate of ✓ . We say that
T 2 GCZK⇢(� , ✓) if T has an associated kernel K (x, y) satisfying the following
estimates:

(i) For each N > 0 there is a constant CN > 0 such that
✓Z

R<|x�xB |<2R
|K (x, y)|✓ dx

◆1/✓
 CN R�n/✓ 0

✓
⇢(xB)

R

◆N
(1.5)

for all y 2 B(xB, ⇢(xB)) and all R > 2⇢(xB);
(ii) There is a constant C > 0 such that

✓Z

2krB<|x�xB |<2k+1rB

�
�K (x, y)�K (x, xB)

�
�✓dx

◆1/✓
 C2�k� |2k B|�1/✓

0
(1.6)

for all balls B = B(xB, rB), all y 2 B and k � 1.

We say that T 2 GCZO⇢(� , ✓) if T 2 GCZK⇢(� , ✓) and T is bounded on
L✓ (Rn).

Note that the condition (1.6) implies the standard Hömander condition (1.3),
and therefore, if T 2 GCZO⇢(� , ✓) for some � and ✓ , then T is of weak type
(1, 1) and hence is bounded on L p for all 1 < p  ✓ .



206 THE ANH BUI, JI LI AND FU KEN LY

We point out that the Hermite-Calderón-Zygmund operators of [2] and
the � -Schrödinger-Calderón-Zygmund operators when � = 0 of [22] belong to
GCZO⇢(�, ✓) for certain � and any 1 < ✓ < 1.

It is well known that in the classical situation (see [15] for example) if T 2
CZO then T is bounded on the Lipschitz 3↵ for 0 < ↵ < �  1 if and only if
T1 is constant (we note that the Lipschitz spaces 3↵ coincide with the Campanato
spaces BMO↵ [5]). However, for Calderón-Zygmund type operators T with respect
to Schrödinger operators L , there exist certain operators T for which T1 or T ⇤1 is
non-constant. Notable examples are the Riesz transforms T = rL�1/2.

Our main result is the following T1 type theorem for T 2 GCZO⇢(� , ✓) to
be bounded on Hardy spaces H p

L (Rn) associated with L defined in (1.1). For the
precise definition and the properties of H p

L (Rn) we refer to Subsection 3.1.
Theorem 1.2. Let T 2 GCZO⇢(� , ✓) for some 0 < � < �0, where �0 := 2�n/� .
Then:
(a) T is bounded on H1L(Rn) if and only if T ⇤1 satisfies

log
✓
⇢(xB)

rB

◆✓
1

|B|

Z

B

�
�T ⇤1(y) � (T ⇤1)B

�
�✓ 0

dy
◆1/✓ 0

 C

for every ball B with rB  1
2⇢(xB);

(b) If n
n+� < p < 1, then T is bounded on H p

L (Rn) if and only if T ⇤1 satisfies
✓
⇢(xB)

rB

◆n(1/p�1) ✓ 1
|B|

Z

B

�
�T ⇤1(y) � (T ⇤1)B

�
�✓ 0

dy
◆1/✓ 0

 C

for every ball B with rB  1
2⇢(xB);

(c) If n
n+� < p  1, then T is bounded from H p

L (Rn) to the classical Hardy space
H p(Rn) if and only if T ⇤1 = 0.

Note that for n
n+�0^1 < p  1, the cancellation condition for atoms in Definition

3.2 imply that the classical Hardy spaces H p(Rn) are strictly contained in H p
L (Rn),

and thus Theorem 1.2 also gives boundedness from H p(Rn) into H p
L (Rn) for (a),

(b), and into H p(Rn) for (c).
The strategy of our proof of Theorem 1.2 proceeds in two steps. We firstly

characterize H p
L (Rn) in terms of molecules associated with L that have certain size

and cancellation conditions (different to the L-molecules in the direction of work
in [1, 7, 16]). See Definitions 3.6 and 3.7. Secondly we show that the operators
satisfying the conditions in Theorem 1.2 map atoms into molecules, which yields
their boundedness on H p

L (Rn).
As a consequence of Theorem 1.2 and the duality of the Hardy space H p

L (Rn)
with BMO type spaces (also known as the Campanato space) BMO↵L(Rn), we ob-
tain directly a T1 criterion for BMO↵L(Rn) which extends the results of [2, 22] to
a more general setting. For the precise definition and the properties of BMO↵L(Rn)
we refer to Subsection 3.3.
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Definition 1.3. Let � > 0, 1 < ✓ < 1 and ✓ 0 be the conjugate of ✓ . We say that
T 2 GCZK ⇤

⇢(� , ✓ 0) if T has an associated kernel K (x, y) satisfying the following
estimates:

(i) For each N > 0 there is a constant CN > 0 such that

✓Z

R<|y�xB |<2R
|K (x, y)|✓

0
dy
◆1/✓ 0

 CN R�n/✓
✓
⇢(xB)

R

◆N
(1.7)

for all x 2 B(xB, ⇢(xB)) and all R > 2⇢(xB);
(ii) There are constants 0 < �  1 and C > 0 such that

✓Z

2krB<|y�xB |<2k+1rB

�
�K (x, y)�K (xB, y)

�
�✓ 0

dy
◆1/✓ 0

C2�k� |2k B|�1/✓ (1.8)

for all balls B = B(xB, rB), all x 2 B and k � 1.

We say that T 2 GCZO⇤
⇢(� , ✓ 0) if T 2 GCZK ⇤

⇢(� , ✓ 0) and T is bounded on
L✓ 0

(Rn).

We wish to make two observations. Firstly, whereas Definition 1.1 specifies a
certain regularity in the second variable, the requirement here is in the first variable.
Secondly if T belongs to GCZO⇤

⇢(� , ✓ 0) for some � and ✓ , then T is automatically
bounded on L p for all ✓ 0  p < 1.

Theorem 1.4. Let T 2 GCZO⇤
⇢(� , ✓ 0) for some 0 < � < �0, where �0 := 2 �

n/� . Then:

(a) T is bounded on BMOL(Rn) if and only if T1 satisfies

log
✓
⇢(xB)

rB

◆✓
1

|B|

Z

B
|T1(y) � (T1)B |✓ dy

◆1/✓
 C

for every ball B with rB  1
2⇢(xB);

(b) If 0 < ↵ < � , then T is bounded on BMO↵L(Rn) if and only if T1 satisfies

✓
⇢(xB)

rB

◆↵ ✓ 1
|B|

Z

B
|T1(y) � (T1)B |✓ dy

◆1/✓
 C

for every ball B with rB  1
2⇢(xB);

(c) If 0 < ↵ < � then T is bounded from BMO↵(Rn) into BMO↵L(Rn) if and
only if T1 = 0.
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1.2. Applications

We now present some applications to singular integrals related to L . The precise
definitions of the listed operators will be provided in Subsection 5.1.

Theorem 1.5. For n
n+�0^1 < p  1, the Laplace transform type multipliers m(L)

are bounded on H p
L (Rn). As a consequence, for 0  ↵ < �0 ^ 1, these operators

are bounded on BMO↵L(Rn).

We point out that the above result recovers the BMO↵L result in [22, Theorem
1.3], while the Hardy space result is new. We also mention that using the vector-
valued approach in [22], we can also apply Theorem 1.4 to recover boundedness
on BMO↵L of the other operators listed in [22, Theorem 1.3], namely the maximal
operators and Littlewood-Paley g-functions associated with the heat and Poisson
semigroups.

Next we have the following result for the Riesz transforms R(1) = rL�1/2

andR(2) = r2L�1.

Theorem 1.6. The Riesz transformsR(1) andR(2) are bounded from H p
L (Rn) into

H p(Rn) for all n
n+�0^1 < p  1. As a consequence R⇤

(1) and R⇤
(2) are bounded

from BMO↵(Rn) to BMO↵L(Rn) for 0  ↵ < �0 ^ 1.

The results in Theorem 1.6 are not new. Indeed it is known that bothR(1) and
R(2) are bounded from H p

L into L
p for all 0 < p  1 and from H p

L into H
p for all

n
n+1 < p  1 (see [16,17,20]).

We also apply our results to Riesz transforms induced by the potential V such
as V 1/2L�1/2 and V L�1, which were earlier shown by Shen [23] to be L p-bounded
for 1  p  2� and 1  p  � respectively. While such operators are not of
Calderón-Zygmund type, we will see that they nonetheless fall into the scope of
Theorems 1.2 and 1.4.

In fact we shall consider their generalizations V sL�s , for 0 < s  1, which
are L p bounded for 1 < p < �

s (see [25]).

Theorem 1.7. For each 0 < s  1 the operators V sL�s are bounded on H p
L (Rn)

for each n
n+s�0^1 < p  1. As a consequence the operators (V sL�s)⇤ are bounded

on BMO↵L for each 0  ↵ < s�0 ^ 1.

The results in Theorem 1.7 are new, although the cases s = 1
2 and s = 1 are

known to map H p
L into L

p for n
n+1 < p  1 (see [20]).

One may ask which operators T and their adjoints T ⇤ are both bounded on H p
L

(and consequently BMO↵L )? Applying Theorems 1.2 and 1.4 would require that
they be members of both GCZO and GCZO⇤, and recall from earlier remarks that
this imposes the L p boundedness of T for p close to both 1 and 1. This can be
guaranteed for example when T is a Calderón-Zygmund operator, which is true of
R(1) when � � n, and of R(2) when V is a non-negative polynomial [33]. In our
final application, we show that with sufficient regularity on V , the operators V sL�s

and their adjoints L�sV s both fall into the scope of Theorem 1.2.
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Theorem 1.8. Suppose that V 2 RH1 and that for some C > 0

|rV (x)|  C⇢(x)�3 almost every x (1.9)

Then for each 0 < s  1, the operator L�sV s is bounded from H p
L into H p

L for
n

n+2s^1 < p  1. As a consequence V sL�s is bounded from BMO↵L into BMO
↵
L

for all 0  ↵ < 2s ^ 1.

The condition V 2 RH1 ensures that both V sL�s and L�sV s are L p bounded
for all 1 < p < 1, while (1.9) furnish sufficient smoothness for the conditions of
Theorems 1.2 and 1.4 to hold. Examples of V satisfying the conditions of Theorem
1.8 are non-negative polynomials and in particular include the harmonic oscillator
V (x) = |x |2.

This paper is organised as follows. In Section 3 we recall the Hardy and BMO
type spaces associated to Schrödinger operator L , and introduce a new molecular
decomposition for the Hardy spaces. In Section 4 we provide the proof of the
T1 criterions Theorems 1.2 and 1.4 for Hardy and BMO type spaces respectively.
Finally in Section 5 we give applications of the T1 criterion by proving Theorems
1.5-1.8.

Throughout the paper, we always use C and c to denote positive constants that
are independent of the main parameters involved but whose values may differ from
line to line. We will write A . B if there is a universal constant C so that A  CB
and A ⇠ B if A . B and B . A. Given a ball B we refer to the ball B(xB, rB)
with centre xB and radius rB . We also denote by ⇢B := ⇢(xB). The notation

R
B f =

1
|B|

Z

B
f

refers to the average of f on B. The expression a ^ b denotes the minimum of a
and b. Given a ball B, the set Uj (B) denotes 2 j B\2 j�1B for j � 1 and denotes B
if j = 0.

ACKNOWLEDGEMENTS. The authors would like to thank the referees for their
careful reading and helpful suggestions which improved the exposition of the pa-
per.

2. Preliminaries

In this section we recall the well-known heat kernel upper bounds for the Schrödin-
ger operator as well as properties for V and its critical radius function ⇢ as defined
in (1.4).

The following estimates on the heat kernel of L are well known.
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Proposition 2.1 ([11,12]). Let L = �1 + V with V 2 RH� for some � � n/2.
Then for each N > 0 there exists CN > 0 such that

pt (x, y)  CN
e�|x�y|2/ct

tn/2

✓
1+

p
t

⇢(x)
+

p
t

⇢(y)

◆�N

(2.1)

and

|pt (x, y)� pt (x 0, y)|CN

✓
|x�x 0|

p
t

◆�1 e�|x�y|2/ct

tn/2

✓
1+

p
t

⇢(x)
+

p
t

⇢(y)

◆�N

(2.2)

whenever |x � x 0| 
p
t and for any 0 < �1 < �0.

For � > 1, the class of locally integrable functions satisfying (1.2) will be
denoted RH� . For � = 1, the left hand side of (1.2) is replaced by the essential
supremum over B. It is well known that elements of RH� are doubling measures,
and that RH� ⇢ RH� 0 whenever � 0 < � .

We list but do not prove the following properties of the critical function ⇢
in [23].

Lemma 2.2. Let ⇢ be the critical radius function associated with L defined in (1.4).
Then we have:

(i) There exist positive constants k0 � 1 and C0 > 0 so that

C�1
0 [⇢(x)]1+k0[⇢(x)+|x�y|]�k0⇢(y)

C0[⇢(x)]1/(1+k0)[⇢(x)+|x�y|]k0/(1+k0),

for all x, y 2 Rn .

In particular for any ball B, and any x, y 2 B then ⇢(x)C20
⇣
1+ rB

⇢B

⌘2
⇢(y);

(ii) There exists C > 0 so that

1
rn�2

Z

B(x,r)
V (y)dy  C

⇣ r
R

⌘�0 1
Rn�2

Z

B(x,R)
V (y)dy

for all x 2 M and R > r > 0;
(iii) For any x 2 M , we have

1
⇢(x)n�2

Z

B(x,⇢(x))
V (y)dy = 1;

(iv) There exists C > 0 so that for any r > ⇢(x)

r2
R
B(x,⇢(x) V (y) dy  C

✓
r

⇢(x)

◆n0�n+2

where n0 is the doubling order of V . That is,
R
2B V . 2n0

R
B V for any ball B.
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Remark 2.3. It follows from Lemma 2.2 (ii) and (iii) that for any ball B,

r2B
R
B V (y) dy .

8
>>><

>>>:

✓
rB
⇢B

◆�0
rB  ⇢B

✓
rB
⇢B

◆n0+2�n
rB > ⇢B .

Lemma 2.4 ([9]). Let ⇢ be a critical function associated to Schrödinger operators
L = �1 + V . Then there exists a sequence of points {x↵}↵2I ⇢ Rn and a family
of functions { ↵}↵2I satisfying the following properties, for some C > 0,

(i)
S
↵ B(x↵, ⇢(x↵)) = Rn;

(ii) For every � � 1 there exist constants C and N1 such that
P
↵ �B(x↵,�⇢(x↵)) 

C�N1;
(iii) supp ↵ ⇢ B(x↵, ⇢(x↵)/2) and 0   ↵(x)  1 for all x 2 Rn;
(iv) | ↵(x) �  ↵(y)|  C|x � y|/⇢(x↵);
(v)

P
↵  ↵(x) = 1 for all x 2 Rn .

3. Hardy and Campanato spaces associated with Schrödinger operator

In this section we recall the definition of Hardy space H p
L (Rn) associated to L

in terms of the maximal operator and of atoms. Then we introduce a new kind
of molecule for these H p

L (Rn) in terms of size condition and weak cancellation
condition, and then we provide the molecule characterisation for H p

L (Rn). We also
recall the BMO type space associated to L , and note that it is the dual of H p

L (Rn).

3.1. Hardy spaces

We now recall some properties related to the atomic decomposition of Hardy spaces
associated to Schrödinger operators. For further details on the theory of Hardy
spaces associated to Schrödinger operators, we refer the reader to [10–12,18,28,32]
and the references therein.

We first define the maximal operator associated to the heat semigroup:

ML f (x) := sup
t>0

�
�
�e�t L f (x)

�
�
� .

For 0 < p  1 we denote by L pb (Rn) the set of all L p-functions with bounded
support. We then set

Sp(Rn) :=
�
f : f 2 Lsb(Rn) for every s 2 [1,1]

 
.

Following [11] we define
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Definition 3.1 (Hardy spaces). For p 2 (0, 1], the Hardy space H p
L (Rn) is defined

as the completion of

Hp
L :=

�
f 2 Sp :ML f 2 L p

 

in the quasi norm k f kH p
L

:= kML f kp.

Definition 3.2. Let 0 < p  1 and 1 < q  1. A function a is called an (p, q)L -
atom for L associated with a ball B if

(i) rB  1
2⇢B ;

(ii) supp a ⇢ B;
(iii) kakq  |B|1/q�1/p;
(iv)

R
a(x) dx = 0 whenever rB < 1

8⇢B .

Let n
n+�0 < p  1 and 1 < q  1. We then define the atomic Hardy spaces

H p,q
L ,at (Rn) as the completion of

Hp,q
L ,at (R

n)

=

(

f : f =
1X

j=1
� j a j in L2, a j is an (p, q)L -atom and

X

j
|� j |

p<1

)
(3.1)

with respect to the norm

k f kH p,q
L ,at (Rn) = inf

8
<

:

"
X

j
|� j |

p

#1/p
: f =

1X

j=1
� j a j

9
=

;
.

We also define the Hardy spaces in terms of finite atoms.

Definition 3.3. We define H p,q
L ,at,fin(Rn) as the set of all functions f =

PN
j=1 � j a j ,

where a j is an (p, q)L -atom if q < 1 and continuous (p, q)L -atom if q = 1.
For f 2 H p,q

L ,at,fin(Rn), we define k f kH p,q
L ,at,fin(Rn) similarly to k f kH p,q

L ,at (Rn), but the
infimum is taken over finite linear decomposition of (p, q)L -atoms.

We have the following result.

Proposition 3.4. Let n
n+�0^1 < p  1 and 1 < q  1. Then the spaces H p

L (Rn)

and H p,q
L ,at (Rn) coincide with equivalent norms.

Proof. It was proved in [11] that H p
L (Rn) ⌘ H p

L ,at,1(Rn). From definition of
H p,q
L ,at (Rn), we have H p

L ,at,1(Rn) ,! H p,q
L ,at (Rn). On the other hand, by a standard

argument, see for example [11,12], we can prove that H p,q
L ,at (Rn) ,! H p

L (Rn). This
implies that H p

L (Rn) and H p,q
L ,at (Rn) coincide with equivalent norms.
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We now prove the following result.

Proposition 3.5. Let n
n+�0^1 < p  1 and 1 < q  1. Then the norms k ·

kH p,q
L ,at,fin(Rn) and k · kH p,q

L ,at (Rn) are equivalent in H
p,q
L ,at,fin(Rn).

Proof. Let f 2 H p,q
L ,at,fin(Rn). Obviously, we have

k f kH p,q
L ,at (Rn)  k f kH p,q

L ,at,fin(Rn).

Hence, it suffices to prove the converse inequality. Indeed, we first note that f =P
↵2I f

 ↵ f where I f = {↵ : B↵ \ supp f 6= ;}. Since supp f is bounded, from
Lemma 2.2, the set I f is finite. Hence,

k f kH p,q
L ,at,✏,fin(M) 

X

↵2I f

k ↵ f kH p,q
L ,at,✏,fin(M).

From the theory of local Hardy spaces in [26, Theorem 3.12 and Theorem 6.2] (see
also [27]), we also get that

X

↵2I f

k ↵ f kH p,q
L ,at,fin(Rn) .

X

↵2I f

�
�
� sup
0<t<[⇢(x↵)]2

|e�t1 ↵ f |
�
�
�
L p(Rn)

.

We now just follows the argument as in [11, page 53] to conclude that

k f kH p,q
L ,at,fin(M) . kML f kL p(M).

This completes our proof.

3.2. Molecular characterizations

In this section we introduce a new kind of molecule, and show that the Hardy spaces
H p
L can be characterized by such molecules.

Definition 3.6 (Molecules for p = 1). Let 1 < q  1. A function m is called an
(1, q,�)L -molecule for H1L associated to the ball B if for some � > 0

(a) rB  1
2⇢B ;

(b) kmkLq (Uj (B))  2� j� |2 j B|1/q�1 for all j = 0, 1, 2, . . . ;
(c)

�
�R

Rn m(x) dx
�
�  1

log(⇢B/rB) .

A (1, q,�)L -molecule associated to the ball B supported in B is called an (1, q)log-
atom.
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Definition 3.7 (Molecules for p < 1). Let p2(0, 1) and 1<q1. A function m
is called a (p, q,�, �)L -molecule for L associated to the ball B if for some �,�>0

(a) rB  1
2⇢B ;

(b) kmkLq (Uj (B))  2� j� |2 j B|1/q�1/p for all j = 0, 1, 2, . . . ;

(c)
�
�R

Rn m(x) dx
�
�  |B|1�1/p

⇣
rB
⇢B

⌘�
.

A (p, q,�, �)L -molecule associated to the ball B supported in B is called a
(p, q, �)L -atom.

It is easy to see that a (p, q)L -atom is a multiple of a (p, q,�, �)L -molecule
for any � > 0, � > 0. The next result is an almost-orthogonality type estimate for
atoms.

Lemma 3.8. Let p 2 ( n
n+�0^1 , 1), 1 < q  1 and � > 0. Let a be a (p, q, �)L -

atom for L associated to a ball B as in Definition 3.7. Then for any ⌫ < min{�0, �},
there exists C > 0 such that

�
�
�e�t La(x)

�
�
�  C

r⌫B
|x � xB |n+⌫

|B|1�1/p,

for all x 2 Rn \ 4B.

Proof. We write

e�t La(x)=
Z

B
[pt (x, y) � pt (x, xB)]a(y) dy + pt (x, xB)

Z

B
a(y) dy =: I+ I I.

Now from the bounds on the heat kernel, and the cancellation for a we have

I I 
�
�pt (x, xB)

�
�
�
�
�
�

Z
a(y) dy

�
�
�
�

.
e�|x�xB |2/ct

tn/2

✓
1+

p
t

⇢(x)
+

p
t

⇢B

◆�N

|B|1�1/p
✓
rB
⇢B

◆⌫

.
t⌫/2

(
p
t + |x � xB |)n+⌫

✓
1+

p
t

⇢(x)
+

p
t

⇢B

◆�N

|B|1�1/p
✓
rB
⇢B

◆⌫

.
r⌫B

|x � xB |n+⌫
|B|1�1/p

by choosing N = ⌫.
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Next by using Proposition 2.1 we write

I .
Z

B

✓
|y � xB |

|x � y|

◆⌫ e�|x�xB |2/ct

tn/2
|a(y)|dy

.
Z

B

✓
rB

|x � xB |

◆⌫ e�|x�xB |2/ct

tn/2
|a(y)|dy

.
✓

rB
|x � xB |

◆⌫ e�|x�xB |2/ct

tn/2
|B|1�1/p

.
r⌫B

|x � xB |n+⌫
|B|1�1/p.

Lemma 3.9 (Molecules are in H p
L ). Let p 2 ( n

n+�0^1 , 1] and 1 < q  1. Also
suppose that � > 0 and � > n(1/p � 1). If m is a (p, q,�, �)L molecule (for
p < 1) or a (1, q,�)L molecule (for p = 1) associated to a ball B, then m is in
H p
L .

Proof. We divide the proof into two cases:

Case 1: p < 1. We wish to show

kML(m)kL p  C.

To do this we set, for j � 0, the quantities ↵ j =
R
Uj (B)m(x)dx and � j =

1
|Uj (B)|�Uj (B). Then we define

a j (x) = m(x)�Uj (B)(x) � ↵ j� j (x).

If we set N j =
P1

k= j ↵k , then we have

m(x) =
1X

j=0
a j (x) +

1X

j=0
N j+1(� j+1(x) � � j (x)) + �0(x)

Z
m(y)dy

=
1X

j=0
a j (x) +

1X

j=0
b j (x) + a(x),

(3.2)

which implies

kML(m)kpL p 
1X

j=0

�
�ML(a j )

�
�p
L p +

1X

j=0

�
�ML(b j )

�
�p
L p + kML(a)k

p
L p

 I1 + I2 + I3.
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We now take care of the terms in I1 first. We note that

supp a j ⇢ 2 j B, with
Z
a j = 0 and ka jkLq  C2� j�

�
�
�2 j B

�
�
�
1/q�1/p

.

(3.3)
Hence, for x 2 Rn\2 j+2B we have

|e�t La j (x)| =

�
�
�
�

Z

2 j B

⇥
pt (x, y) � pt (x, xB)

⇤
a j (y)dy

�
�
�
�

.
Z

2 j B

✓
|y � xB |

|x � y|

◆⌫ e�|x�xB |2/ct

tn/2
|a(y)|dy

.
Z

2 j B

✓
rB

|x � xB |

◆⌫ e�|x�xB |2/ct

tn/2
|a(y)|dy

. 2� j�
✓

2 j rB
|x � xB |

◆⌫ e�|x�xB |2/ct

tn/2
�
�2 j B

�
�1�1/p

. 2� j� (2 j rB)⌫

|x � xB |n+⌫
�
�2 j B

�
�1�1/p,

(3.4)

where n(1/p � 1) < ⌫ < min{�0, �}.
We now observe that

�
�ML(a j )

�
�
L p =

�
�ML(a j )

�
�
L p(2 j+2B)

+
�
�ML(a j )

�
�
L p(Rn\2 j+2B)

.

Then by the Lq -boundedness ofM, Hölder’s inequality and (3.3) we have

�
�ML(a j )

�
�
L p(2 j+2B)

.
�
�
�2 j B

�
�
�
1/p�1/q �

�ML(a j )
�
�
Lq (2 j+2B)

.
�
�
�2 j B

�
�
�
1�p/q �

�a j
�
�
Lq

.
�
�
�2 j B

�
�
�
1/p�1/q

2� j� |2 j B|1/q�1/p  2� j� .

On the other hand, by (3.4), it holds
�
�ML(a j )

�
�
L p(Rn\2 j+2B)

. 2� j�
�
�
�2 j B

�
�
�
1�1/p

 Z

Rn\2 j+2B

 �
2 j rB

�⌫

|x � xB |n+⌫

!p

dx

!1/p

. 2� j�,

as long as ⌫ > n(1/p � 1).
As a consequence, I1 .

P
j�0 2� j�  C .

Next we also observe that

supp b j ⇢ 2 j+1B and
Z
b j = 0. (3.5)
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Moreover,
�
�b j

�
�
Lq 

�
�N j+1

�
�
�
�
�2 j B

�
�
�
1/q�1

.

From the definition of N j+1 and Hölder’s inequality, we can get that

|N j+1| 
X

k� j+1

Z

Sk(B)
|m(y)|dy 

X

k� j+1

�
�
�2k B

�
�
�
1�1/q

kmkLq (Uk(B))


X

k� j+1

�
�
�2k B

�
�
�
1�1/q

2�k�
�
�
�2k B

�
�
�
1/q�1/p

:=
X

k� j+1
2�k�

�
�
�2k B

�
�
�
1�1/p

 2� j�
X

k� j+1
2�(k� j)(�+n(1�1/p))

�
�
�2 j B

�
�
�
1�1/p

 C2� j�
�
�
�2 j B

�
�
�
1�1/p

.

This implies that

kb jkLq  C2� j�
�
�
�2 j B

�
�
�
1/q�1/p

. (3.6)

At this stage, with a similar argument used to estimate I1, we also arrive at I2  C .
For the last term I3, we proceed as follows:

kML(a)kL p  kML(a)kL p(4B) + kML(a)kL p(Rn\4B).

For the first term, using the Lq -boundedness ofML and Hölder’s inequality to
dominate it by

kML(a)kL p(4B)  C|B|1/p�1/qkakLq  C|B|1/p�1/q |B|1/q�1
�
�
�
�

Z
m(y)dy

�
�
�
�

 C|B|1/p�1|B|1�1/p
✓
rB
⇢B

◆�
 C.

We now apply Lemma 3.8 to see that

kML(a)kL p(Rn\4B)  C|B|1�1/p
✓Z

Rn\4B


r⌫B

|x � xB |n+⌫

�p◆1/p
 C,

provided ⌫ > n(1/p � 1).
Case 2: p = 1. Similarly to (3.2) we write

m(x) =
1X

j=0
a j (x) +

1X

j=0
N j+1(� j+1(x) � � j (x)) + �0(x)

Z
m(y)dy

=
1X

j=0
a j (x) +

1X

j=0
b j (x) + a(x).
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The argument as in Case 1 has shown that
P1

j=0 a j (x) +
P1

j=0 b j (x) is in H1L .
It remains to show that a(x) := �0(x)

R
m(y)dy 2 H1L . By Proposition 3.12 we

claim that �
�
�
�

Z

B
a(x)�(x)dx

�
�
�
�  Ck�kBMOL ,

for all � 2 C1(Rn).
Indeed, we have
�
�
�
�

Z

B
a(x)�(x)dx

�
�
�
� 

�
�
�
�

Z

B
a(x)(�(x) � �B)dx

�
�
�
�+ |�B |

�
�
�
�

Z

B
a(x)dx

�
�
�
� .

By Hölder’s inequality we have
�
�
�
�

Z

B
a(x)(�(x) � �B)dx

�
�
�
�  kakLq (B)

✓Z

B
|�(x) � �B |q

0
dx
◆1/q 0

 C|B|1/q�1|B|1/q
0
k�kBMOL := Ck�kBMOL .

To dominate the second term we note that by [9, Lemma 2], we have

|�B | . k�kBMOL log
✓
⇢B

rB

◆
.

Inserting this into the second term to obtain that

|�B |

�
�
�
�

Z

B
a(x)dx

�
�
�
� . k�kBMOL log

✓
⇢B

rB

◆ ��
�
�

Z

B
m(x)dx

�
�
�
� . k�kBMOL .

This completes our proof.

We are now ready to present the molecular characterization of the Hardy spaces
H p
L .

Proposition 3.10 (Molecular characterization). For any 1 < q  1 and � > 0
we have the following.

(a) H1L(Rn) is equivalent to the completion of

H1,q
L ,mol(R

n) =

(

f : f =
1X

j=1
� jm j in L2, m j is an (1, q,�)L -molecule and

X

j
|� j |

p < 1

)

with respect to the norm

k f kH1,qL ,mol(Rn)
= inf

(
X

j
|� j | : f =

1X

j=1
� jm j

)

;
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(b) If p 2 ( n
n+�0^1 , 1) and � > n(1/p�1), then H p

L is equivalent to the completion
of

Hp,q
L ,mol(R

n) =

(

f : f =
1X

j=1
� j a j in L2, m j is a (p, q,�, �)L -atom and

X

j
|� j |

p < 1

)

with respect to the norm

k f kH p,q
L ,mol(Rn) = inf

8
<

:

"
X

j
|� j |

p

#1/p
: f =

1X

j=1
� j a j

9
=

;
.

Proof. Combining the Lemmas 3.8 and 3.9 together with the atomic characteriza-
tion of H p

L (Rn), we obtain this proposition.

3.3. Campanato spaces

We now recall the definition of Campanato spaces associated to the Schrödinger
operators.
Definition 3.11. Let ↵ 2 [0, 1). We set

BMO↵L =
n
f 2 L1loc : k f kBMO↵L < 1

o

where k f kBMO↵L is the infimum of all C > 0 such that

1
|B|1+↵/n

Z

B
| f � fB |  C

for all balls B, and

1
|B|1+↵/n

Z

B
| f |  C

for all balls B with rB � ⇢B .
Note that in the particular case when ↵ = 0, the Campanato space BMO↵L turns

out to be the BMO space BMOL which introduced in [9]. For the general case when
↵ 2 (0, 1), these spaces were first introduced in [3] to consider the boundedness
of generalized fractional integrals L�� /2, � > 0 related to Schrödinger operators
whose potentials satisfy certain reverse Hölder inequality. Recently, the theory of
generalized Morrey-Campanato spaces associated to admissible functions has been
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investigated in [30, 31]. These spaces include the Campanato type spaces in var-
ious settings of Schrödinger operators such as Schrödinger operators, degenerate
Schrödinger operators on Rn and Schrödinger operators on Heisenberg groups and
connected and simply connected nilpotent Lie groups.

It is clear from their definitions that BMO↵L ⇢ BMOL and that for ↵ = 0
we have BMO↵L = BMOL . Furthermore for ↵ > 1, the spaces BMO↵L contain
only constant functions. They also coincide with the space of Lipschitz continuous
functions. Indeed if we define 3↵L to be the space of continuous functions f for
which

k f k3↵L := sup
x 6=y

| f (x) � f (y)|
|x � y|↵

+ sup
x2Rn

|⇢(x)�↵ f (x)|

is finite, then BMO↵L and 3
↵
L coincide for all 0 < ↵  1 with equivalent norms.

See for example [4, 30, 31].
It is important to note that the Campanato spaces are the duals of the Hardy

spaces. In fact, in the case p = 1, it was proved in [9] that (H1L)
⇤ = BMOL . For

p 2 ( n
n+�0^1 , 1), we have

�
H p
L
�⇤

= BMO
n( 1p�1)
L . (3.7)

See for example [30]. For the predual space of the Hardy spaces H1L we have the
following result in [19, Theorem 4.1].

Proposition 3.12. Let CMOL be the closure of C1(Rn) in BMOL . Then, H1L is
the dual space of CMOL .

We will summarize some properties involving the BMO↵L spaces.

Proposition 3.13. Let ↵ � 0 and p 2 [1,1). Then the following statement holds:

(i) A function f belongs to the BMO↵L space if and only if

sup
B:ball

✓
1

|B|1+p↵/n

Z

B
| f (x) � fB |pdx

◆1/p

+ sup
B:rB�⇢B

✓
1

|B|1+p↵/n

Z

B
| f (x)|pdx

◆1/p
< 1.

(3.8)

Moreover, the left hand side of (3.8) is comparable with k f kBMO↵L ;
(ii) For all balls B := B(x0, r) with r < ⇢(x0) and f 2 BMO↵L , we have

1
|B|1+↵/n

Z

B
| f (x)|dx .

8
><

>:

⇣
⇢(x0)
r

⌘↵
k f kBMO↵L ↵ > 0

h
1+ log

⇣
⇢(x0)
r

⌘i
k f kBMO↵L ↵ = 0;
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(iii) For all x 2 Rn and 0 < r1 < r2,

| fB(x,r1) � fB(x,r2)| .

8
<

:

⇣
r2
r1

⌘↵
|B(x, r1)|↵/nk f kBMO↵L ↵ > 0

h
1+ log

⇣
r2
r1

⌘i
k f kBMOL ↵ = 0.

Proof. For the proof, we refer the reader to [30, Lemma 2.2 and Lemma 2.4].

4. Proof of the T1 criterions for H p
L (Rn) and BMO↵

L(R
n)

Before coming to the proof of the main result, we would like to give the definition
of T ⇤ f for f 2 BMO↵L , 0 < ↵  1 and T 2 GCZO(� , ✓). Let K ⇤(x, y) be
an associated kernel of T ⇤. Following the ideas in [22], we can define T ⇤ f for
f 2 BMO↵L , 0 < ↵  1. For the sake of convenience, we just sketch it here.

Fix x0 2 Rn . For R > ⇢(x0) we define

T ⇤ f (x) = T ⇤ � f �B(x0,R)

�
(x) +

Z

B(x0,R)c
K ⇤(x, y) f (y)dy.

Since f �B(x0,R) 2 L✓ 0

c and T ⇤ is bounded on L✓ 0 , the first term is well-defined.
For the second term, using (1.5), Proposition 3.13 and Lemma 2.2 (i) we can

dominate the second term by

CR↵k f kBMO↵L .

Similarly to [22], we can show that T ⇤ f is independent of R in the sense that if
B(x0, R) ⇢ B(x 0

0, R
0) then the definition using B(x 0

0, R
0) coincides with the one

using B(x0, R) for a.e. B(x0, R).
Although 1 /2 BMO↵L , the definition above is still valid for T

⇤1.
Now for f 2 BMO↵L , 0 < ↵  1. For any ball B we have

f = ( f � fB)�4B + ( f � fB)�(4B)c + fB := f1 + f2 + f3.

Arguing similarly to [22], we also obtain that

T ⇤ f = T ⇤ f1 + T ⇤ f2 + T ⇤ f3.

We are now ready to give the proof of Theorem 1.2.

Proof of Theorem 1.2.
Proof of “if part” for (a) and (b). For p 2 (0, 1] with � > n(1/p � 1), it suffices
to show that T maps (p, ✓)L -atoms into molecules (p, ✓, ✏)L -molecules as p = 1
and into (p, ✓, ✏, �)L -molecules as p < 1 with 0 < ✏ < � � n(1/p � 1) and
� = n(1/p � 1).
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Indeed, let a be an (p, ✓)L -atom associated to a ball B. We first prove the size
condition on Ta. If j = 0, 1, 2, 3 then L✓ -boundedness of T implies that

kTakL✓ (4B) . kakL✓ . |B|1/✓�1/p .

For j � 4 we consider two cases:

Case 1: rB < 1
8⇢B . In this situation, by using the cancellation property, Minkow-

ski’s inequality and (1.6) we can write

kTakL✓ (Uj (B)) =

 Z

Uj (B)

✓Z
|K (x, y) � K (x, xB)| |a(y)| dy

◆✓
dx

!1/✓


Z

B

 Z

Uj (B)

�
�
�K (x, y) � K (x, xB)

�
�
�
✓
dx

!1/✓
|a(y)|dy

. 2� j� ��2 j B
�
��1/✓ 0

kakL1

. 2� j� ��2 j B
�
��1/✓ 0

|B|1�1/p

= 2� j[��n(1/p�1)]��2 j B
�
�1/✓�1/p.

Case 2: 18⇢B  rB  1
2⇢B . In this situation, by Minkowski’s inequality we write

kTakL✓ (Uj (B)) =

 Z

Uj (B)

�
�
�
�

Z

B
K (x, y)a(y) dy

�
�
�
�

✓

dx

!1/✓


Z

B

 Z

Uj (B)
|K (x, y)|✓dx

!1/✓
|a(y)|dy.

This along with (1.5) yields that, for N > � ,

kTakL✓ (Uj (B)) . |2 j B|�1/✓
0
✓
⇢B

2 j rB

◆N
kakL1.2

� j[��n(1/p�1)]|2 j B|1/✓�1/p.

To obtain the cancellation for Ta, we make the following split
�
�
�
�

Z
Ta(x) dx

�
�
�
� =

�
�
�
�

Z
a(x)T ⇤1(x) dx

�
�
�
�


Z

|a(x)|
�
�T ⇤1(x) � (T ⇤1)B

�
� dx +

�
�
�
�

Z
a(x) dx

�
�
�
�
�
�(T ⇤1)B

�
�

=: I + I I.
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To estimate the first term, we may apply Hölder’s inequality to obtain, for p < 1,

I  kak✓
�
�T ⇤1� (T ⇤1)B

�
�
L✓ 0 (B)

 |B|1�1/p
✓Z

B

�
�T ⇤1(x) � (T ⇤1)B

�
�✓ 0

dx
◆1/✓ 0

. |B|1�1/p
✓
rB
⇢B

◆n(1/p�1)
.

If p = 1 then

I 

✓Z

B

�
�T ⇤1(x) � (T ⇤1)B

�
�✓ 0

dx
◆1/✓ 0

.
1

log
⇣
⇢B
rB

⌘ .

To estimate the second term, we note that if rB  ⇢B/8 then
R
a = 0 and hence

I I = 0. Otherwise we have 18⇢B  rB
⇢B

 1
2⇢B and therefore

I I 
�
�(T ⇤1)B

�
�
�
�
�
�

Z
a(x) dx

�
�
�
� . |B|1�1/p . |B|1�1/p

✓
rB
⇢B

◆n(1/p�1)
.

If p = 1 then we argue similarly but use

I I .
✓
rB
⇢B

◆�
.

1

log
⇣
⇢B
rB

⌘

for any � > 0.
Proof of “only if” of (a). We borrow some ideas in [22]. Assume that T is
bounded on H1L then from (3.7) T ⇤ is bounded on BMOL . For x0 2 Rn and
0 < s  ⇢(x0) we define

fx0,s(x) = �[0,s](|x � x0|) log
✓
⇢(x0)
s

◆
+ �(s,⇢(x0)](|x � x0|) log

✓
⇢(x0)

|x � x0|

◆
.

Then we have fx0,s � 0 and k fx0,skBMOL  C . See [22, Lemma 2.5].
We now fix x0 2 Rn and 0 < s  ⇢(x0)/2. Set B = B(x0, s) and f0(x) =

fx0,s(x).
We split

f0 =
�
f0 � ( f0)B

�
�4B +

�
f0 � ( f0)B

�
�(4B)c + ( f0)B := f1 + f2 + ( f0)B

which implies that

( f0)BT ⇤1(y) = T ⇤ f0(y) � T ⇤ f1(y) � T ⇤ f2(y).
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Therefore,

( f0)B log
✓
⇢(x0)
s

◆✓Z

B

�
�T ⇤1(y) � (T ⇤1)B

�
�✓ 0

dy
◆1/✓ 0


X

i=0,1,2
log

✓
⇢(x0)
s

◆✓Z

B

�
�T ⇤ fi (y) � (T ⇤ fi )B

�
�✓ 0

dy
◆1/✓ 0

:= I0 + I1 + I2.

From the BMOL -boundedness of T ⇤ and Proposition 3.13 we obtain

I0 . log
✓
⇢(x0)
s

◆
kT ⇤ f0kBMOL . log

✓
⇢(x0)
s

◆
k f0kBMOL

. log
✓
⇢(x0)
s

◆
:= ( f0)B .

For the contribution of I1, we have
✓Z

B
|T ⇤ f1(y) � (T ⇤ f1)B |✓

0
dy
◆1/✓ 0

 2
✓Z

B
|T ⇤ f1(y)|✓

0
dy
◆1/✓ 0

. |B|�1/✓
0
kT ⇤ f1kL✓ 0 .

This in combination with the L✓ 0-boundedness of T ⇤ and Proposition 3.13 implies
that ✓Z

B
|T ⇤ f1(y) � (T ⇤ f1)B |✓

0
dy
◆1/✓ 0

. k f0kBMOL .

Hence, I1 . ( f0)B .
For the last term I2, using Hölder’s inequality and (1.6) we have for y 2 B

|T ⇤ f2(y) � (T ⇤ f2)B |


1

|B|

Z

B

Z

(4B)c
|K (z, y) � K (z, u)| | f0(z) � ( f0)B |dzdu


X

k�1

1
|B|

Z

B

✓Z

Uk(B)
|K (z, y) � K (z, u)|✓dz

◆1/✓

⇥

✓Z

Sk(B)
| f0(z) � ( f0)B |✓

0
dz
◆1/✓ 0

du


X

k�1
2�k� |2k B|�1/✓

0
✓Z

Uk(B)
| f0(z) � ( f0)B |✓

0
dz
◆1/✓ 0


X

k�1
2�k�

"✓
1

|2k B|

Z

2k B
| f0(z) � ( f0)2k B|✓

0
dz
◆1/✓ 0

+ |( f0)2k B � ( f0)B |

#
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which along with Proposition 3.13 yields that

�
�T ⇤ f2(y) �

�
T ⇤ f2

�
B
�
� 

X

k�1
2�k� log

⇣
2k
⌘

k f0kBMOL  C.

Hence, I2 . ( f0)B .
Taking the estimates of I0, I1 and I2 into account implies that

log
✓
⇢(x0)
s

◆⇣R
B
�
�T ⇤1(y) � (T ⇤1)B

�
�✓ 0

dy
⌘1/✓ 0

 C.

This completes our proof.

Proof of “only if” of (b). Assume that T is bounded on H p
L (Rn). We point out that

in [22, Section 3.1], they provided a definition of T ⇤ f (x) for a.e. x 2 B(x0, R), for
f 2 BMOn(1/p�1)L , R � ⇢(x0) and x0 2 Rn . Hence, by Proposition 3.5, suppose
g =

PN
j=1 a j 2 H p

L (Rn), where each a j is an (p, q)L -atom if q < 1 and contin-
uous (p, q)L -atom if q = 1. Then we obtain that for every f 2 BMOn(1/p�1)L ,

hT ⇤ f, gi = h f, Tgi . k f kBMOn(1/p�1)L
kTgkH p

L (Rn) . k f kBMOn(1/p�1)L
kgkH p

L (Rn).

Taking the supremum over all g gives

kT ⇤ f kBMOn(1/p�1)L
. k f kBMOn(1/p�1)L

.

This implies that T ⇤ is bounded on BMO↵L with ↵ = n(1/p � 1).
For x0 2 Rn and 0 < s < ⇢(x0), we define

gx0,s(x)=�[0,s]
�
|x � x0|)(⇢(x0)↵ � s↵

�
+�(s,⇢(x0)](|x�x0|)

�
⇢(x0)↵�|x�x0|↵

�
.

We then have g � 0 and kgx0,skBMO↵L  C . See [22, Lemma 2.5].
The remainder of the proof is similar to that of the “only if” part for (a). The

difference here is that we must apply for the function gx0,s instead of f0. Hence,
we omit details here.

Proof of “if” in (c). We first recall the notion of the classical (p, q, ✏)-molecule
for H p with n

n+1 < p  1. For n
n+1 < p  1  q < 1 and ✏ > 0, a function m is

said to be a (p, q, ✏)-molecule if there holds

(i) kmkLq (Uj (B))  2� j✏ ��2 j B
�
�1/q�1/p for all j � 0;

(ii)
Z
m(x)dx = 0.
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It is well-known that ifm is a (p, q, ✏)-molecule then kmkH p  C . Hence, to prove
this part it suffices to prove that T maps each (p, ✓)L atom into (p, ✓, ✏) molecule
for some ✏ > 0.

Indeed, let a be a (p, ✓)L atom associated to B. We consider two cases: rB <
⇢B/4 and ⇢B/4  rB  ⇢B . The first case is very standard. Hence, we need to
consider the second case ⇢B/4  rB  ⇢B .

We first observe that from the condition T ⇤1 = 0 we have
R
Ta(x)dx = 0. To

complete the proof, we need only to show that

kTakL✓ (Uj (B)) . 2� j✏
�
�
�2 j B

�
�
�
1/✓�1/p

, j � 0. (4.1)

From the L✓ -boundedness of T it can be verified that (4.1) holds true for j = 0, 1, 2.
Fix N > n(1/p � 1). For j � 3 by (1.5) and Minkowski’s inequality we have

kTakL✓ (Uj (B)) 

"Z

Uj (B)

�
�
�
�

Z

B
|K (x, y)a(y)dy

�
�
�
�

✓

dx

#1/✓


Z

B

"Z

Uj (B)
|K (x, y)|✓dx

#1/✓
|a(y)|dy

.
�
�
�2 j B

�
�
�
�1/✓ 0

2� j Nkak1

.
�
�
�2 j B

�
�
�
�1/✓ 0

2� j N |B|1�1/p := 2� j[N�n(1/p�1)]
�
�
�2 j B

�
�
�
1/✓�1/p

.

This proves (4.1).

Proof of “only if” in (c). Assume that T is bounded from H p
L into H

p. Then by
duality, T ⇤ maps BMO↵ into BMO↵L continuously with ↵ = n(1/p � 1). Then we
have

kT ⇤1kBMO↵L  Ck1kBMO↵ = 0.

Hence, kT ⇤1kBMO↵L = 0. From the definition of BMO↵L we have
R
B |T ⇤1| = 0 for

all B = B(x, ⇢(x)) with x 2 Rn . This along with Lemma 2.4 implies
R
Rn |T ⇤1| =

0. It follows that T ⇤1 = 0.

Proof of Theorem 1.4. Since T 2 GCZO⇤
⇢(� , ✓ 0) implies that T ⇤ 2GCZO⇢(� , ✓),

the proof of the “if” directions follow from Theorem 1.2 and duality.
We also observe that the proofs of the “only if” directions are essentially con-

tained in the proofs of the “only if” directions in Theorem 1.2.
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5. Proofs of applications

In this section we give the proofs of Theorems 1.5-1.8.

5.1. Laplace transform type multipliers

Suppose L is the Schrödinger operator defined as in (1.1). Given a bounded function
a : [0,1) ! C, we define the Laplace transform type multipliers m(L) by

m(L) f (x) =
Z 1

0
a(t)Le�t L f (x)dt (5.1)

which is bounded on L2. An example are the imaginary powers m(L) = Li⌫ given
by a(t) = � 1

0(i⌫) t
�i⌫ for ⌫ 2 R.

Proof of Theorem 1.5. We now apply Theorem 1.2 to prove Theorem 1.5.
Denote by m(L)(x, y) the associated kernel of m(L). Then it was proved

in [22] that

Proposition 5.1. Let x, y, z 2 Rn and N > 0. Then

(a) |m(L)(x, y)|  C
|x�y|n

⇣
1+ |x�y|

⇢(x) + |x�y|
⇢(y)

⌘�N
;

(b) |m(L)(x, y) �m(L)(x, z)| + |m(L)(y, x) �m(L)(z, x)|  C� |y�z|�
|x�y|n+� , for all

|x � y| > 2|y � z| and any 0 < � < �0.

Fix n
n+�0^1 < p  1 and take � < �0 ^ 1 so that n

n+� < p  1. From Proposi-
tion 5.1, m(L) 2 GCZO(�, 2). Hence, in the light of Theorem 1.2 and the fact that
m(L)⇤ = m(L) it suffices to prove that

log
✓
⇢B

rB

◆✓Z

B
|m(L)1(y) � (m(L)1)B |2 dy

◆1/2
 C, (5.2)

✓
⇢B

rB

◆n(1/p�1) ✓Z

B
|m(L)1(y) � (m(L)1)B |2 dy

◆1/2
 C (5.3)

for every ball B with rB  1
2⇢B .

Indeed, we have by Minkowski’s inequality
✓Z

B
|m(L)1(y) � (m(L)1)B |2 dy

◆1/2

.

 Z

B

�
�
�
�

Z

B
m(L)1(y) � m(L)1(z)dz

�
�
�
�

2
dy

!1/2

.
Z

B

✓Z

B
|m(L)1(y) � m(L)1(z)|2 dy

◆1/2
dz.



228 THE ANH BUI, JI LI AND FU KEN LY

It was proved in the proof of [22, Proposition 4.11] that

|m(L)1(y) � m(L)1(z)| .
✓
rB
⇢B

◆�
log

✓
⇢B

rB

◆
.

Hence,
✓Z

B
|m(L)1(y) � (m(L)1)B |2 dy

◆1/2
.
✓
rB
⇢B

◆�
log

✓
⇢B

rB

◆
.

This proves (5.2) and (5.3).

5.2. Riesz transforms rL�1/2 and r2L�1

Suppose L is the Schrödinger operator defined as in (1.1). For i, j = 1, . . . , n, the
i-th Riesz transform is defined by

Ri = @xi L
�1/2 =

1
⇡

Z 1

0
@xi e

�t L dtp
t
,

and the i, j-th Riesz transform is defined by

Ri j = @xi @x j L
�1 =

Z 1

0
@xi @x j e

�t L dt.

For simplicity we shall write r and r2 for @xi and @xi @x j respectively, and set
R(1) := rL�1/2 andR(2) := r2L�1.

Proof of Theorem 1.6. We first consider R(1). Now R(1) 2 GCZO(�, 2) for any
0 < � < min{�0, 1}. Indeed, it is well-known that R(1) is bounded on L2 and
the conditions (1.5) and (1.6) follow from [4, Lemma 7] and [14], respectively. On
the other hand, it is obvious R⇤

(1)1 = 0. The conclusion of the theorem follows
immediately by applying Theorem 1.2 (c).

We now consider R(2). We will show that R(2) 2 GCZO⇢(�, � ) for any
0 < � < min{�0, 1}. Then observing thatR⇤

(2)1 = 0, the conclusion of the theorem
follows from Theorem 1.2 (c) also. The boundedness ofR(2) on L� (Rn) for n � 3
was established in [23]. It remains to prove (1.5) and (1.6). The following kernel
estimates are required.

Proposition 5.2. For each 1  ✓  � , there exists  > 0 such that the following
holds for all N > 0.

(a) For every y 2 Rn , t > 0,
�
�
�
�r

2 pt (·, y)e
|·�y|2
t

�
�
�
�
L✓

 Ct�1�
n
2✓ 0

✓
1+

p
t

⇢(y)

◆�N

;
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(b) For all |y � y0| 
p
t and any 0 < �1 < �0 we have

�
�
�
�[r

2 pt (·, y)�r2 pt (·, y0)]e
|·�y|2
t

�
�
�
�
L✓

C
✓

|y�y0|
p
t

◆�1
t�1�

n
2✓ 0

✓
1+

p
t

⇢(y)

◆�N

.

Proof of Proposition 5.2. Part (a) was proved in [21, Proposition 2.4. Part (b)] can
be obtained by the same argument but using the second estimate of Proposition 2.1
in place of the first.

With these estimates in hand, we can now obtain (1.5) and (1.6) for the kernel
ofR(2) given by

K (x, y) =
Z 1

0
r2x pt (x, y) dt.

In fact the proof of (1.5) and (1.6) is the same as that of Ks(x, y) for the operator
V sL�s for s = 1 (see (5.5)-(5.7) below), but applying Proposition 5.2 in place of
Proposition 5.3.

5.3. Riesz transforms V sL�s, 0 < s  1, and their adjoints

For each 0 < s  1 we set

V sL�s =
1
0(s)

Z 1

0
V se�t L

dt
t1�s

.

It is known from [25, Corollary 3] that the operators V sL�s are bounded on L p(Rn)
for each 1 < p < �

s .

Proof of Theorem 1.7. To prove this theorem we shall apply Theorem 1.2 to T =
V sL�s . We first show that V sL�s 2 GCZO⇢(� , ✓) for any 1 < ✓ < �/s and
0 < � < �0. To do so, we require the following kernel estimates for V se�t L .

Proposition 5.3. For each 0 < s  1 and 1  ✓  �
s , there exists  > 0 such that

the following holds for all N > 0.

(a) For every y 2 Rn , t > 0,

�
�
�
�V

s(·)pt (·, y)e
|·�y|2
t

�
�
�
�
L✓

 Ct�s�
n
2✓ 0

✓
1+

p
t

⇢(y)

◆�N

;

(b) For all |y � y0| 
p
t and any 0 < �1 < �0 we have

�
�
�
�V

s(·)[pt (·, y) � pt (·, y0)]e
|·�y|2
t

�
�
�
�
L✓

 C
✓

|y � y0|
p
t

◆�1
t�s�

n
2✓ 0 .
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Proof of Proposition 5.3. We need the following estimate: for N large enough we
have

✓
1+

p
t

⇢(x)

◆�N ✓
t
Z

B(x,
p
t)
V
◆q

 CN ,q . (5.4)

We can see this by applying Remark 2.3.
For the proof of (a), by applying the bounds on the heat kernel pt (x, y) from

Proposition 2.1 and by taking  large enough we have

�
�
�
�V

s(·)pt (·, y)e
|·�y|2
t

�
�
�
�

✓

L✓
. t�

n✓
2

✓
1+

p
t

⇢(y)

◆�N 0✓ Z
V (x)s✓e�c

|x�y|2
t dx .

Now since V s 2 RH�/s and ✓  �/s then

Z
V (x)s✓e�c

|x�y|2
t dx =

Z

B(y,2
p
t)

. . . dx +
1X

j=1

Z

B(y,2 j+1
p
t)\B(y,2 j

p
t)

. . . dx

. tn/2
✓Z

B(y,
p
t)
V s
◆✓ (

1+
1X

j=1
e�c4

j
2 j (n0,s+n�n✓)

)

. tn/2�s✓
✓Z

B(y,
p
t)
V
◆s✓

,

where in the second last step we applied the doubling property of V s , with n0,s
the doubling power ov V s . In the last step we applied Hölder’s inequality with
exponent 1/s.

Therefore in view of (5.4) and by choosing N 0 large enough we obtain

�
�
�
�V

s(·)pt (·, y)e
|·�y|2
t

�
�
�
�
L✓

. t�s�
n
2✓ 0

✓
1+

p
t

⇢(y)

◆�N 0 ✓
t
Z

B(y,
p
t)
V (x) dx

◆s

. t�s�
n
2✓ 0

✓
1+

p
t

⇢(y)

◆�N

.

To prove (b) we argue as in (a), but apply the second estimate in Proposition 2.1.

We can now show that T = V sL�s 2 GCZO⇢(� , ✓) for any 1 < ✓ < �/s
and 0 < � < �0. Let Ks(x, y) be the kernel of V sL�s . Then

Ks(x, y) =
1
0(s)

Z 1

0
V s(x)pt (x, y)

dt
t1�s

.
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We first prove (1.5). Now let B be a ball with rB � 2⇢B and y 2 B(xB, ⇢B). Then
by Proposition 5.3 (a), and that ⇢(y) ⇠ ⇢B ,

kKs(·, y)kL✓ (2B\B) .
Z 1

0

�
�V s(·)pt (·, y)

�
�
L✓ (2B\B)

dt
t1�s

.
Z 1

0
e�c

r2B
t t�1�

n
2✓ 0
⇣
1+

p
t

⇢B

⌘�N
dt =: I + I I

(5.5)

where

I =
Z r2B

0
e�c

r2B
t t�1�

n
2✓ 0
⇣
1+

p
t

⇢B

⌘�N
dt . r

� n
✓ 0

B

✓
⇢B

rB

◆2N

and

I I =
Z 1

r2B
e�c

r2B
t t�1�

n
2✓ 0
⇣
1+

p
t

⇢B

⌘�N
dt


Z 1

r2B
t�1�

n
2✓ 0
⇣
1+

p
t

⇢B

⌘�N
dt . r

� n
✓ 0

B

✓
⇢B

rB

◆2N

for any N > 0.
Let us show (1.6). Let B be any ball and y 2 B. Then for each k � 1,

kKs(·, y) � Ks(·, xB)kL✓ (2k+1B\2k B)

.
Z 1

0

�
�V s(·)pt (·, y) � V s(·)pt (·, xB)

�
�
L✓ (2k+1B\2k B)

dt
t1�s

=
Z r2B

0
· · · +

Z 1

r2B
· · · =: I + I I.

Now let for any 0 < � < �0 we choose firstly �1 such that � < �1 < �0, and
secondly ✏ = 1

2 (� + n
✓ 0 ). Then by the triangle inequality, Proposition 5.3 (a), and

the fact that y 2 B we have

I .
Z r2B

0
e�c4

k r
2
B
t t�1�

n
2✓ 0 dt . 4�k✏r�2✏

B

Z r2B

0
t�1�

n
2✓ 0 +✏dt . 4�k✏r

� n
✓ 0

B . (5.6)

We also have by Proposition 5.3 (b)

I I .
Z 1

r2B
e�c4

k r
2
B
t t�1�

n
2✓ 0

✓
|y � xB |

p
t

◆�1
dt

. r�1�2✏B

Z 1

r2B
t�1�

n
2✓ 0 �

�1
2 +✏ dt . 4�k✏r

� n
✓ 0

B .
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Thus collecting our estimates for I and I I we have

kKs(·, y) � Ks(·, xB)kL✓ (2k+1B\2k B) . 4�k✏r
� n
✓ 0

B = 2�k� |2k B|�
1
✓ 0 (5.7)

where � = 2✏ � n
✓ 0 .

Next we show conditions (a) and (b) of Theorem 1.2 for T ⇤ = L�sV s . More
precisely we prove

log
✓
⇢B

rB

◆⇣R
B
�
�L�sV s1(y) � (L�sV s1)B

�
�✓

0

dy
⌘1/✓ 0

 C (5.8)
✓
⇢B

rB

◆n(1/p�1) ⇣R
B
�
�L�sV s1(y) � (L�sV s1)B

�
�✓

0

dy
⌘1/✓ 0

 C (5.9)

for every ball B with rB  1
2⇢B and

n
n+s�0^1 < p < 1. In fact, for any 1 < ✓ < 1,

estimates (5.8) and (5.9) are consequences of the following stronger estimate

�
�L�sV s1(x) � L�sV s1(y)

�
� .

✓
rB
⇢B

◆�
(5.10)

for any ball B with rB  1
2⇢B , and x, y 2 B, and any 0 < � < s�0 ^ 1. We shall

show (5.10) by applying the following lemma.

Lemma 5.4. Let 0 < s  1. For any 0 < �1 < �0, 0 < �  s�0 ^ 1 and N > 0
the following holds:

�
�
�e�t LV s(x)

�
�
�  Ct�s

✓ p
t

⇢(x)

◆� ✓
1+

p
t

⇢(x)

◆�N

(5.11)

for any x 2 Rn and t > 0, and

�
�
�e�t LV s(x) � e�t LV s(y)

�
�
�Ct�s

✓ p
t

⇢(x)

◆�✓
1+

p
t

⇢(x)

◆�N✓
|x � y|

p
t

◆�1
(5.12)

for all t > 0 and |x � y| 
p
t .

Proof. We first prove (5.11). We have

e�t LV s(x) =
Z

pt (x, w)V s(w) dw

.
✓
1+

p
t

⇢(x)

◆�M Z
t�

n
2 e�c

|x�w|2
t V s(w) dw

. t�s
✓
1+

p
t

⇢(x)

◆�M ✓
t
R
B(x,

p
t) V

◆s
.
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Now from Remark 2.3 and by choosing M large enough, we obtain the required
estimate.

The proof of (5.12) begins with
�
�
�e�t LV s(x) � e�t LV s(y)

�
�
� 

Z
|pt (x, w) � pt (y, w)| V s(w) dw

.
✓

|x � y|
p
t

◆�1 ✓
1+

p
t

⇢(x)

◆�M Z
t�

n
2 e�c

|x�w|2
t V s(w) dw,

and we proceed as in (5.11).

Let us continue with the proof of (5.10). We first write

�
�L�sV s1(x) � L�sV s1(y)

�
� 

Z 1

0

�
�
�e�t LV s(x) � e�t LV s(y)

�
�
�
dt
t1�s

=
Z 4r2B

0
+
Z ⇢2B

4r2B
+
Z 1

⇢2B

· · · =: I + I I + I I I.

Now by (5.11), and that ⇢(x) ⇠ ⇢(y) ⇠ ⇢B we have for any 0 < � < s�0 ^ 1,

I 
Z 4r2B

0

�
�
�e�t LV s(x)

�
�
�
dt
t1�s

+
Z 4r2B

0

�
�
�e�t LV s(y)

�
�
�
dt
t1�s

. ⇢��
B

Z 4r2B

0

dt

t1�
�
2

.
✓
rB
⇢B

◆�
.

Now pick � < �1  s�0 ^ 1. From |x � y|  2rB 
p
t and that ⇢(x) ⇠ ⇢B we

have by (5.12),

I I 
Z ⇢2B

4r2B
t�s

✓
|x � y|

p
t

◆�1 ✓p
t

⇢B

◆�1 dt
t1�s

.
✓
rB
⇢B

◆�1 Z ⇢2B

4r2B

dt
t

.
✓
rB
⇢B

◆�1
log

✓
⇢B

rB

◆
.
✓
rB
⇢B

◆�
.

Finally from (5.12) and by taking N large enough,

I I I .
Z 1

⇢2B

t�s
✓

|x � y|
p
t

◆� dt
t1�s

. r �B

Z 1

⇢2B

dt

t1+
�
2

.
✓
rB
⇢B

◆�
.

The terms I, I I and I I I together give (5.10).
Thus (5.8) and (5.9) hold for any ✓ > 1, and so we may conclude the proof of

Theorem 1.7 by invoking Theorem 1.2.
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5.3.1. The Riesz transforms L�sV s Before giving the proof of Theorem 1.8 we
make some preliminary remarks.

Firstly, the hypothesis V 2 RH1 ensures that V sL�s and L�sV s are both L p
bounded for all 1 < p < 1. Secondly, the conditions V 2 RH1 and (1.9) imply

V (x)  C 0⇢(x)�2 for almost every x (5.13)

for some C 0 > 0. See [24, Remark 1.8].
Our conditions on V guarantee it admits a certain smoothness, encapsulated in

the following result.

Lemma 5.5. If V satisfies (1.9) then for each 0 < s  1 there exists C > 0
depending only on s and V such that for every 0 < ⌘  1 we have

�
�V s(x) � V s(y)

�
� 

C
ts

✓
|x � y|

p
t

◆⌘ ✓ p
t

⇢(x)

◆1+2s ✓
1+

p
t

⇢(x)

◆2+4s

whenever |x � y| 
p
t .

Proof. From the mean value theorem and part (i) of Lemma 2.2 we have, for some
x 0 2 B(x, |x � y|),

�
�V s(x) � V s(y)

�
� . V s�1(x 0)

�
�rV (x 0)

�
� |x � y|

. ⇢(x 0)�1�2s |x � y|

. ⇢(x)�1�2s
✓
1+

|x � y|
⇢(x)

◆2+4s
|x � y|.

This yields the required result if |x � y| 
p
t .

This smoothness grant us the following analogues of Proposition 5.3 and Lem-
ma 5.4 respectively.

Proposition 5.6. Assume that V satisfies (1.9). Then for each 0 < s  1, there
exists C > 0 such that the following holds for all N > 0,

(a) For every x, y 2 Rn , t > 0,

�
�V s(y) pt (x, y)

�
�  Ct�s�

n
2 e�

|x�y|2
ct

✓
1+

p
t

⇢(y)

◆�N

;

(b) For all |y � y0| 
p
t and any 0 < ⌘  1 we have

�
�V s(y) pt (x, y) � V s(y0) pt (x, y0)

�
�  Ct�s�

n
2 e�

|x�y|2
ct

✓
|y � y0|

p
t

◆⌘
.
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Proof of Proposition 5.6. To prove (a) we observe that from the heat kernel bounds
in Proposition 2.1 and from (5.13) that

�
�V s(y) pt (x, y)

�
� . t�s�

n
2 e�

|x�y|2
ct

✓
1+

p
t

⇢(y)

◆�N 0 ✓ p
t

⇢(y)

◆2s
.

The result now follows by taking N 0 large enough.
For part (b) we write

�
�V s(y) pt (x, y) � V s(y0) pt (x, y0)

�
�  V s(y)

�
�pt (x, y) � pt (x, y0)

�
�

+
�
�V s(y) � V s(y0)

�
�
�
� pt (x, y0)

�
�=: I+ I I.

From the second estimate in Proposition 2.1 and (5.13) we have

I . ⇢(y)�2s t�
n
2 e�

|x�y|2
ct

✓
|y � y0|

p
t

◆⌘ ✓
1+

p
t

⇢(y)

◆�N 0

. t�s�
n
2 e�

|x�y|2
ct

✓
|y � y0|

p
t

◆⌘

by taking N 0 large enough. Next we have from the bounds on the heat kernel, that
|y � y0| 

p
t , and Lemma 5.5, we have

I I .
�
�V s(y) � V s(y0)

�
� t�

n
2 e�

|x�y|2
ct

✓
1+

p
t

⇢(y0)

◆�N 0

. t�s�
n
2 e�

|x�y|2
ct

✓
|y � y0|

p
t

◆⌘ ✓ p
t

⇢(y0)

◆1+2s✓
1+

p
t

⇢(y0)

◆2+4s✓
1+

p
t

⇢(y0)

◆�N 0

which gives the required estimate after taking N 0 large enough.

Lemma 5.7. Suppose that V satisfies (1.9) and 0 < s  1. Then for any 0 < � 
2s ^ 1 and 0 < ⌘  1 the following holds:

�
�
�V s(x)e�t L1(x)

�
�
�  Ct�s

✓ p
t

⇢(x)

◆� ✓
1+

p
t

⇢(x)

◆�N

(5.14)

for any x 2 Rn and t > 0, and
�
�
�V s(x)e�t L1(x) � V s(y)e�t L1(y)

�
�
�

 Ct�s
✓ p

t
⇢(x)

◆� ✓
1+

p
t

⇢(x)

◆�N ✓
|x � y|

p
t

◆⌘ (5.15)

for all t > 0 and |x � y| 
p
t .
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Proof of Lemma 5.7. Firstly by (5.13) and the bounds on the heat kernel,

�
�
�V s(x)e�t L1(x)

�
�
� . ⇢(x)�2s

✓
1+

p
t

⇢(x)

◆�N 0

.

Thus (5.14) follows by considering the cases
p
t � ⇢(x) and

p
t < ⇢(x) and taking

suitable N 0. Turning to (5.15) we write
�
�
�V s(x)e�t L1(x) � V s(y)e�t L1(y)

�
�
�


�
�V s(x) � V s(y)

�
�
�
�
�e�t L1(x)

�
�
�+ V s(y)

�
�
�e�t L1(x) � e�t L1(y)

�
�
� .

Now from Lemma 5.5 we have
�
�V s(x) � V s(y)

�
�
�
�
�e�t L1(x)

�
�
�

. t�s
✓

|x � y|
p
t

◆⌘ ✓ p
t

⇢(x)

◆1+2s ✓
1+

p
t

⇢(x)

◆2+4s ✓
1+

p
t

⇢(x)

◆�N 0

which gives the right hand side of (5.15). Next from (2.2), (5.13), and Lemma 2.2(i),

V s(y)
�
�
�e�t L1(x)�e�t L1(y)

�
�
�V s(y)

Z
|pt (x, w) � pt (y, w)| dw

.⇢(y)�2s
✓

|x � y|
p
t

◆⌘ ✓
1+

p
t

⇢(x)

◆�N 0

.⇢(x)�2s
✓
1+

p
t

⇢(x)

◆4s✓
|x � y|

p
t

◆⌘✓
1+

p
t

⇢(x)

◆�N 0

which also yields the right hand side of (5.15).

Proof of Theorem 1.8. We shall show that T = L�sV s 2 GCZO⇢(� , ✓) for any
1 < ✓ < 1 and 0 < � < 1. Note firstly that V 2 RH1 implies that L�sV s is
bounded on L✓ for any 1 < ✓ < 1. Next we set

K ⇤
s (x, y) =

1
0(s)

Z 1

0
pt (x, y) V s(y)

dt
t1�s

to be the kernel of L�sV s .
Let us show (1.5). Fix a ball B with rB � 2⇢B and y 2 B. Then we have

⇢(y) ⇠ ⇢B . Thus from Proposition 5.6, for any 1 < ✓ < 1,
�
�K ⇤

s (·, y)
�
�
L✓ (2B\B)

.
Z 1

0

�
�pt (·, y)V s(y)

�
�
L✓ (2B\B)

dt
t1�s

.
Z 1

0
e�c

r2B
t t�1�

n
2✓ 0
⇣
1+

p
t

⇢B

⌘�N
dt.

At this point we can continue as in (5.5).
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Let us turn to (1.6). Now for each 1 < ✓ < 1 and 0 < � < 1 let us take
✏ = 1

2 (� + n
✓ 0 ). Let B be any ball and y 2 B. Then for each k � 1,
�
�K ⇤

s (·, y) � K ⇤
s (·, xB)

�
�
L✓ (2k+1B\2k B)

.
Z 1

0

�
�pt (·, y)V s(y) � pt (·, xB)V s(xB)

�
�
L✓ (2k+1B\2k B)

dt
t1�s

=
Z r2B

0
· · · +

Z 1

r2B
· · · =: I + I I.

We can apply Proposition 5.6 (a) and proceed as in (5.6) to obtain

I . 4�k✏r
� n
✓ 0

B .

For the second term, Proposition 5.6 (b) gives

I I .
Z 1

r2B
e�c4

k r
2
B
t t�1�

n
2✓ 0

✓
|y � xB |

p
t

◆
dt . 4�k✏r

� n
✓ 0

B .

Combining our estimates for I and I I gives (1.6) since � = 2✏ � n
✓ 0 .

Next we prove that T ⇤ = V sL�s satisfies (a) and (b) of Theorem 1.2. As
before this follows from the following version of (5.10): for each ball B with rB 
1
2⇢B ,

�
�V sL�s1(x) � V sL�s1(y)

�
� .

✓
rB
⇢B

◆�
(5.16)

for any x, y 2 B and 0 < � < 2s ^ 1. We can obtain (5.16) by arguing as in (5.10),
but using Lemma 5.7 in place of Lemma 5.4.
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[12] J. DZIUBAŃSKI and J. ZIENKIEWICZ, H p spaces associated with Schrödinger operators
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