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An elliptic equation with indefinite nonlinearities
and exponential critical growth in R2

EVERALDO S. MEDEIROS, UBERLANDIO B. SEVERO AND ELVES A. B. SILVA

Abstract. In this paper we study the existence, nonexistence and multiplicity
of positive solutions for a class of semilinear elliptic problems involving indefi-
nite nonlinearities with exponential critical growth of Trudinger-Moser type. The
main hypothesis is that the indefinite term is the product of a weight function, hav-
ing a thick zero set, and a nonlinear function with exponential critical growth sat-
isfying a version of the Ambrosetti-Rabinowitz superlinear condition. Our proofs
rely on a variational approach and sub-supersolution methods.
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(secondary).

1. Introduction

In this paper we consider a class of semilinear elliptic problems involving a sign-
changing weight function and a nonlinearity with exponential critical growth. More
precisely, we study the existence, nonexistence and multiplicity of positive solutions
for the Dirichlet problem

(
�1u = �u + W (x) f (u) in �

u = 0 on @�,
(P�)

where � ⇢ R2 is a smooth bounded domain, W 2 C(�) is a weight function
that changes sign, f 2 C(R) has exponential critical growth and � � �1, with
�1 denoting the first eigenvalue of the operator �1 under the Dirichlet boundary
conditions.

The existence of positive solutions for indefinite elliptic problems like (P�)
has already been established in various contexts in the dimension n � 3. If the
domain � is a compact manifold of dimension n � 3, the critical exponent case
f (s) = |s|2⇤�2s, where 2⇤ = 2n/(n � 2), arises in the prescribed scalar curvature
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problem (see [23]). For manifolds carrying scalar-flat metrics, sufficient conditions
for the existence of positive solutions were given in [18]. In [27] the author studied
Problem (P�) on a compact manifold with homogeneous nonlinearities of the form
f (s) = |s|p�2s, p > 2, by using bifurcation arguments. Results for more general
nonlinearities were obtained by Alama-Tarantello [4]. After that, many authors
have studied indefinite semilinear elliptic problems when the nonlinear term f (s)
has polynomial growth (see [3–5,8,9,12–14,17,20,21,31] and references therein).
Indefinite problems of type (P�) involving critical growth in the Sobolev case were
treated by various authors, see for instance [4, 12, 20, 21].

We would like to mention the articles [3–5], where the authors studied Problem
(P�) in a bounded domain � ⇢ Rn , n � 3, under the hypothesis

lim
s!+1

f (s)
s p�1

= 1, 2 < p < 2⇤, (1.1)

which plays an important role in order to verify the Palais-Smale (henceforth de-
noted by (PS)) condition. Recently, assuming that the weight function W has a
thick zero set, the authors have improved the hypothesis (1.1) by assuming that the
nonlinearity f (s) has subcritical growth and satisfies the Ambrosetti-Rabinowitz
superlinear condition, see [7].

Our main objective in this work is to establish a version for dimension two
of the main result in [4] (see also [25]) when the nonlinearity f (s) has exponen-
tial critical growth and satisfies a version of the Ambrosetti-Rabinowitz superlinear
condition. We recall that f (s) has exponential critical growth at +1 if it satisfies
the following condition:

( f↵0) there exists ↵0 > 0 such that

lim
s!+1

f (s)
e↵s2

=

(
0 8↵ > ↵0
+1 8↵ < ↵0.

It is worthwhile mentioning that Judovic [22], Pohozaev [29] and Trudinger [33]
have extended the classical Sobolev inequalities for bounded domains � ⇢ R2 by
proving that if u 2 H10 (�) then

Z

�
e↵u

2
< 1, for every ↵ > 0. (1.2)

Posteriorly, a uniform form of inequality (1.2) has been established by Moser [26],
namely

sup
u2H10 (�), kukH10 (�)

1

Z

�
e↵u

2
< 1, for every ↵  4⇡. (1.3)

Moreover, he proved that the supremum in (1.3) is infinity whenever ↵ > 4⇡ . For
related results in a unbounded domain � ⇢ R2, see B. Ruf [30]. The hypothe-
sis ( f↵0) has been motivated by the above mentioned results (see also [1, 15] and
references therein).
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Let F(s) =
R s
0 f (t)dt be the primitive of the nonlinear term f (s). In order

to establish our main results, we assume that f : R ! R is a continuous function
satisfying:

( f1) There exist q > 2 and a 6= 0 such that lims!0+ F(s)/sq = a;
( f2) lims!+1 s f (s)/F(s) = +1;
( f3) lims!+1 s f (s)/e↵0s2 = +1;
( f4) f is locally Lipschitz continuous.

Denoting by '1 the positive normalized eigenfunction in H10 (�) associated with
the first eigenvalue �1, we suppose that the weight functionW belongs to C(�) and
satisfies the hypotheses:

(W1) l := �a
R
� W (x)'q1 > 0;

(W2) W changes sign and has a thick zero set, i.e.,�± := {x 2 � : ±W (x) > 0} 6=
; and �+ \ �� = ;.

Setting�0 = {x 2 � : W (x) = 0}, our main result may by summarized as follows:

Theorem 1.1. Suppose ( f↵0), ( f1) � ( f4), (W1) � (W2) are satisfied. If @�0 is
smooth, then there exists 3 > �1 such that:

i) For � = �1, Problem (P�) has a positive solution;
ii) For every � 2 (�1,3), Problem (P�) has two ordered positive solutions;
iii) For every � 2 (3,+1), Problem (P�) does not have a positive solution.

Remark 1.2. As remarked in the paper [4], the case where � < �1 is somewhat
standard. A positive solution in this case can be obtained easily by using variational
techniques, provided that the Palais-Smale condition is satisfied.
We quote that there are few results in the same line of [4] involving indefinite non-
linearity with exponential critical growth. In [2], the authors consider an indefinite
problem having exponential subcritical growth in the whole of R2, but the non-
linearity is of the form f (s) = �(s)es with �(s) between two powers. In their
approach they used bifurcation techniques and a priori estimate, which is more del-
icate whenW changes sign. We also emphasize that Alves et al. [6] studied Problem
(P�) in an exterior domain � ⇢ R2 with f (s) having exponential critical growth,
but the authors do not obtain multiplicity results.

Next, in order to establish a result of existence for (P3), where 3 is given in
Theorem 1.1, we assume the following additional hypotheses on f and W :

( f5) f (s) = o(s) as s ! 0;
(W3) Every connected component of �0 intersects �+.

Theorem 1.3. Suppose ( f↵0), ( f1)�( f5), (W1)�(W3) are satisfied, @�0 is smooth
and f is nonnegative. Then Problem (P3) has a positive solution.
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As observed above, Theorem 1.1 provides a version for dimension two from the
result established by Alama-Tarantello [4] when the nonlinear term f (s) has expo-
nential critical growth and satisfies a version of the Ambrosetti-Rabinowitz super-
linear condition. It is worthwhile mentioning that if f (s) has exponential subcrit-
ical growth, i.e., ( f↵0) holds for ↵0 = 0, then Theorems 1.1 and 1.3 hold under
the Ambrosetti-Rabinowitz condition (see Remark 3.3). The hypothesis ( f1) in the
primitive F(s) was assumed in [25] for studying indefinite problems in dimension
n � 3. We point out that in earlier results, hypothesis of type ( f1) was imposed on
the nonlinearity f (s) instead of F(s). We observe that assumption ( f2), which was
introduced in [32] (see also [28]), follows from:

(bf2) There exist constants S0,M0 > 0 such that

0 < F(s)  M0 f (s) for every s � S0.

The hypothesis (bf2) has been assumed in many articles that deal with exponential
critical growth (see [15, 16]). Furthermore, note that, under the hypothesis ( f↵0),
( f2) is equivalent to the assertion that, for every ✓ > 2 given, there exists s1 =
s1(✓) > 0 such that

0 < ✓F(s)  s f (s) for every s � s1, (1.4)

which is a version of the Ambrosetti-Rabinowitz condition.
The hypothesis ( f3), which has been assumed in the articles [28, 34], is used

to estimate the minimax level in order to prove that the (PS) condition is satisfied.
We emphasize that in Section 2 (see Thereom 2.4), by applying the Ekeland

variational principle, we establish an existence result of nonnegative and nontrivial
solution for Problem (P�) assuming only the hypotheses ( f↵0), ( f1) and (W1).

We conclude this section by noting that as an application of Theorems 1.1, we
obtain the existence, nonexistence and multiplicity of positive solutions for Problem
(P�) with f (s) = |s|q�2ses2 , for q > 1.

The paper is written as follows: in Section 2, we prove the existence of a non-
negative solution via a minimization argument. In Section 3, we use the mountain
pass theorem without the (PS) condition to obtain a second nonnegative solution.
In Section 4, we establish an interval on the parameter � for which Problem (P�)
admits positive solution. In Section 5, we present the proof of Theorem 1.1 via an
argument of sub-super solution. Finally, in Section 6, we prove Theorem 1.3.

Throughout, H10 (�) denotes the Sobolev space endowed with the inner product

hu, vi =
Z

�
rurv, u, v 2 H10 (�),

and the associated norm is represented by k · k. We use | · |p to denote the norm of
the Lebesgue space L p(�), 1  p  1 and h·, ·i2 to represent the inner product in
L2(�). The symbols Ci , i = 1, 2, . . . will denote various constants.
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2. Existence of a nonnegative solution

Throughout we deal with the existence of weak solutions for Problem (P�), i.e.,
u 2 H10 (�) satisfying

hu, vi � �hu, vi2 �
Z

�
W (x) f (u)v = 0 for every v 2 H10 (�). (2.1)

Note that hypothesis ( f1) implies that f (0) = 0 and consequently u = 0 is a
trivial solution for Problem (P�). In order to address the existence of nonnegative
solutions for Problem (P�), we set f (s) = 0 for any s < 0 and we consider the
Euler-Lagrange functional associated to Problem (P�) defined by

I�(u) =
kuk2

2
�
�

2
|u+|22 �

Z

�
W (x)F(u), u 2 H10 (�), (2.2)

where u+ = max{u, 0}. By using the Trudinger-Moser inequality (1.2), it follows
from hypotheses ( f↵0) and ( f1) that the functional I� is well-defined. Furthermore,
using standard arguments we may prove that I� 2 C1(H10 (�), R) and its derivative
is given by

hI 0�(u), vi = hu, vi��hu+, vi2�
Z

�
W (x) f (u)v, for every u, v2H10 (�). (2.3)

Since f (s) = 0 for s  0, critical points of I� are nonnegative weak solutions of
Problem (P�).

In this section we establish the existence of a nontrivial and nonnegative so-
lution for Problem (P�) under the hypotheses ( f↵0), ( f1) and (W1) for � > �1
with � � �1 sufficiently small. To this end, we first establish some basic results.
We denote by X B the characteristic function of a measurable set B ⇢ �. Given
u 2 H10 (�) and � > 0, we define ��(u) := {x 2 �; |u(x)|  �}. The next basic
result will be used to estimate the functional I� on a neighborhood of the origin (for
a proof see [25]).

Lemma 2.1. Suppose that (W1) holds. Then, for every � > 0,

�a
Z

��(u)
W (x)'q1 ! l as u ! 0 strongly in H10 (�). (2.4)

The next estimate plays a crucial role in order to verify that the origin is a local
minimum of I� as well as the geometric hypotheses of the mountain pass theorem
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in the proof of our results. Given " > 0, we may invoke condition ( f1) to find
0 < � < 1 such that

|F(s) � asq |  "sq , for every 0  s  �. (2.5)

Moreover, using ( f↵0), for ↵ > ↵0 we can find C1 > 0 such that

|F(s)|  C1|s|e↵s
2
, for every s � �. (2.6)

Lemma 2.2. Suppose ( f↵0), ( f1) and (W1) are satisfied. Then, there exist �⇤ > �1
and �, ⇢ > 0 such that, for all � < �⇤,

I�(u) � � if kuk = ⇢ .

Proof. Without loss of generality, we can assume that a > 0. Otherwise, we replace
W and f by �W and � f , respectively. Writing u+ = t'1 + z, with t � 0 and
z 2 h'1i?, we have kuk2 = ku�k2 + �1t2 + kzk2 and |u+|22 = t2 + |z|22. Hence,
using that �2|z|22  kzk2, we obtain

I�(u) �
ku�k2

2
+

(�2 � �1)

2�2
kzk2 � C0(�� �1)kuk2 �

Z

�
W (x)F(u), (2.7)

where �2 is the second eigenvalue of the operator �1 in H10 (�). Let us fix

0 < " <
l

2q4(1+ a)|W |1|'1|
q
q
,

where a, q and l are given by ( f1) and (W1). Moreover, let 0 < � < 1 and C1 > 0

be constants such that (2.5) and (2.6) hold, and consider 0 < ⇢1 <
��
1/2
1

2|'1|1 . Since
kuk � �

1/2
1 t , for u 2 B⇢1(0) we have

0  t'1(x) 
�

2
, for every x 2 �. (2.8)

Now, setting �+
� := ��(u+) = {x 2 �; u+(x)  �}, we may write

�
Z

�
W (x)F(u)=�

Z

�
W (x)F

�
u+�=�atq

Z

�+
�

W (x)('1(x))q�(I1+I2+I3), (2.9)

where

I1 =
Z

�+
�

W (x)
⇥
F
�
u+�� a

�
u+�q⇤, I2 =

Z

�+
�

W (x)
⇥
a
�
u+�q � atq('1(x))q

⇤
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and
I3 =

Z

�\�+
�

W (x)F
�
u+�.

Our next task is to estimate the integrals I1, I2 and I3. In view of (2.5) and (W1),
we have

|I1|  "2q |W |1tq |'1|
q
q + "2q |W |1

Z

�+
�

|z|q . (2.10)

From the Sobolev imbedding theorem, we find C2 = C2(") > 0 such that

|I1|  "2q |W |1tq |'1|
q
q + C2kzkq for every u 2 B⇢1(0). (2.11)

Now we shall estimate the integral I2. Given x 2 �+
� and u 2 B⇢1(0), we may

apply the mean value theorem to find C3 = C3(") > 0 such that
�
��u+(x)

�q
� (t'1(x))q

�
�  q2q�1

h
(t'1(x))q�1|z(x)| + |z(x)|q

i

=
q

q � 1

"

"(q�1)/q(t'1(x))q�1 (q � 1)2q�1

"(q�1)/q |z(x)|

#

+ q2q�1|z(x)|q  "(t'1(x))q + C3|z(x)|q ,

where above we use the inequality ab  q�1
q aq/(q�1) + 1

q b
q with

a = "(q�1)/q(t'1(x))q�1

and b = (q�1)2q�1

"(q�1)/q |z(x)|. From the Sobolev imbedding theorem, we obtain C4 =
C4(") > 0 such that

|I2|  a"|W |1tq |'1|
q
q + C4kzkq for every u 2 B⇢1(0). (2.12)

In what follows, we will provide an estimate for the integral I3. Taking u 2 B⇢1(0),
by (2.8) and the definition of ��(u+) ⌘ �+

� , we have z(x) � �/2 � t'1(x) for
almost every x 2 � \�+

� . Consequently,

u+(x) = t'1(x) + z(x)  2z(x) for every x 2 � \�+
� .

Thus, combining the above inequality together with (2.6) we find C5 = C5(") > 0
such that, for every u 2 B⇢1(0),

|I3| |W |1

Z

�\�+
�

�
�F
�
u+���C1|W |1

Z

�\�+
�

�
�u+

�
�e↵(u+)2

C5kzkq
"Z

�\�+
�

exp

 

q 0↵
�
�u+

�
�2
✓

|u+|

ku+k

◆2!#1/q 0

,

(2.13)
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where q 0 = q/(q � 1). Assuming further that ⇢1↵q 0  4⇡ , and since kzk  kuk 
⇢1, we may invoke (2.11), (2.12), (2.13) and Trudinger-Moser inequality, to find

|I1 + I2 + I3|  "2q(1+ a)|W |1tq |'1|
q
q + C6kzkq , for every u 2 B⇢1(0).

The above inequality, (2.7) and (2.9) imply, for every u 2 B⇢1(0),

I�(u) �
1
2
ku�k2 � C0(�� �1)kuk2 +


�2 � �1
2�2

� C6kzkq�2
�

kzk2

+ tq
"

�a
Z

�+
�

W (x)('1(x))q � "2q(1+ a)|W |1|'1|
q
q

#

.

Therefore, from our choice of ",

I�(u) �
1
2
ku�k2 � C0(�� �1)kuk2 +


�2 � �1
2�2

� C6kzkq�2
�

kzk2

+ tq
"

�a
Z

�+
�

W (x)('1(x))q �
l
4

#

,

whenever u 2 B⇢1(0). Next, we invoke Lemma 2.1 to find 0 < ⇢ < ⇢1 such that,
for every u 2 B⇢(0) we have �a

R
��(u) W (x)'q1 � l/2. Thus,

I�(u) �
1
2
ku�k2 � C0(�� �1)kuk2 +


�2 � �1
2�2

� C6kzkq�2
�

kzk2 +
l
4
tq .

Since q > 2 and kuk2 = ku�k2 + �1t2 + kzk2, taking ⇢ > 0 smaller if necessary,
we find C7 > 0 such that

I�(u) � � := C7⇢q � C0(�� �1)⇢
2, if kuk = ⇢ . (2.14)

If � < �1 the results is immediate. In the case where � > �1 we complete the proof
of Lemma 2.2 by taking �� �1 � 0 sufficiently small in the above inequality.

Remark 2.3. As a direct consequence of inequality (2.14), if ⇢ is sufficiently small
then m�1 := infu2B⇢(0) I�1(u) = 0.

Now, we are ready to establish our first existence result for Problem (P�).

Theorem 2.4. Suppose that ( f↵0), ( f1) and (W1) are satisfied. Then there exists
�⇤ > �1 such that Problem (P�) has a nonnegative solution u0 2 H10 (�) such that
I�(u0) < 0 for any � 2 (�1, �

⇤).
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Proof. Let ⇢ > 0 and �⇤ > �1 obtained in Lemma 2.2. For each � 2 (�1, �
⇤), we

define
m� := inf

u2B⇢(0)
I�(u). (2.15)

If '1 > 0 is the first eigenfunction and � > �1, by ( f1) we infer that

I�(t'1)
t2

= �
(�� �1)

2
|'1|

2
2 �

Z

�
W (x)

F(t'1)
t2

< 0, (2.16)

for t > 0 sufficiently small. This, together with Lemma 2.2, implies

m� = inf
u2B⇢(0)

I�(u) < 0 < inf
kuk=⇢

I�(u).

Therefore, by the Ekeland variational principle, there exists a sequence (un) ⇢
B⇢(0) such that

kI 0�(un)k ! 0 and I�(un) ! m�. (2.17)

Since (un) is bounded and B⇢(0) ⇢ H10 (�) is a closed convex set, we may assume
that there exists u0 2 B⇢(0) and a subsequence of (un), still denoted by (un), such
that un * u0 weakly in H10 (�), un ! u0 strongly in Lr (�) for every 1  r < 1
and un(x) ! u0(x) for almost every x 2 �. We claim that, for each v 2 H10 (�),

Z

�
W (x) f (un)v !

Z

�
W (x) f (u0)v, as n ! 1. (2.18)

In fact, let E ⇢ � be an arbitrary measurable subset of �. Invoking condition
( f↵0), if ↵ > ↵0 we can find C > 0 such that | f (s)|  C exp(↵s2) for all s 2 R.
We may assume that ⇢ given by Lemma 2.2 satisfies ↵0⇢2 < 4⇡ . Since kunk  ⇢
we may choose ↵ > ↵0 close to ↵0 and r > 1 close to 1 such that r↵kunk2  4⇡ ,
and the Hölder inequality together with the Trudinger-Moser inequality give

Z

E
|W (x) f (un)v|  C1

✓Z

E
|v|r

0
◆1/r 0  Z

�
exp

 

r↵kunk2
✓

un
kunk

◆2!!1/r

 C2
✓Z

E
|v|r

0
◆1/r 0

,

where r 0 = r/(r � 1). Thus, the sequence (W f (un)v) is uniformly integrable and
Vitali’s theorem implies that W f (un)v ! W f (u0)v in L1(�) as n ! 1, which
proves our claim. Consequently, by (2.17) we get

hu0, vi � �
⌦
u+
0 , v

↵
2 �

Z

�
W (x) f (u0)v = 0, for every v 2 H10 (�),
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and thus u0 is a critical point of I� which is nonnegative. Since un ! u0 strongly
in Lr (�) for every 1  r < 1, invoking the convergence (2.18) we obtain
�
�
�
�

Z

�
W (x)

⇥
f
�
un
�
un � f

�
u0
�
u0
⇤
�
�
�
�  C1

Z

�

�
� f (un)

�
�
�
�un � u0

�
�

+

�
�
�
�

Z

�
W (x)

⇥
f (un) � f (u0)

⇤
u0
�
�
�
� = on(1).

In view of I 0�(un)un ! 0 and I 0�(u0)u0 = 0, we obtain that kunk ! ku0k as
n ! 1. Thus, un ! u0 in H10 (�) and consequently I�(u0) = m� < 0. The proof
of Theorem 2.4 is complete.

3. Existence of two nonnegative solutions

In this section, we shall prove that I� has in addition to u0 obtained in Theorem
2.4 another nontrivial critical point. Before starting, we fix some terminology and
notation which will be frequently used in this paper. By hypothesis (W2) we have
that int(�0) 6= ;. Consider the closed subspace of H10 (�) defined by

H1D
�
�0
�

=
n
v 2 H10 (�); v = 0 a.e. in � \�0

o

and set

�D1
�
�0
�

= inf
⇢Z

�0
|rv|2; v 2 H1D

�
�0
�
and

Z

�0
v2 = 1

�
. (3.1)

As a direct consequence of (3.1), we have �D1 (�0) � �1. Actually, using the
compactness of the Sobolev imbedding H10 (�) ,! L2(�) and the fact that the
eigenfunction '1 is positive, a standard argument provides the following result (see,
e.g., [25, Lemma 5.1]).

Lemma 3.1. Suppose that (W2) holds. Then, �D1 (�0) > �1 and the infimum in
(3.1) is achieved, i.e., there is v0 2 H1D(�0) such that

�D1
�
�0
�

=
Z

�0
|rv0|

2 and
Z

�0
v20 = 1.

3.1. Boundedness of the (PS) sequence

In this subsection, we state our main result on (PS) sequences for the functional I�.
Since f is continuous, invoking conditions ( f↵0), for ✓ > 2 wemay findC1,C2 > 0
such that

f (s) � C1s✓�1 � C2, for every s � 0. (3.2)
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Lemma 3.2. Suppose ( f↵0), ( f1) and (W2) are satisfied. If � < �D1 (�0), then
every (PS)c sequence associated with I� is bounded.

Proof. Let (un) ⇢ H10 (�) be a (PS)c sequence associated with I�, i.e., for some
c 2 R,

I�(un) ! c and
�
�I 0�(un)

�
� ! 0 as n ! 1. (3.3)

Arguing by contradiction, we suppose that kunk ! 1 as n ! 1. First, we may
suppose un � 0 almost everywhere in �. Indeed, writing un = u+

n � u�
n , with

u±
n = max{±un, 0}, from (3.3) we obtain ku�

n k2 = hI 0�(un),�u
�
n i  on(1)ku�

n k.
Thus, we have

ku�
n k ! 0 as n ! 1. (3.4)

Combining (3.3) and (3.4), we can conclude that I�(u+
n ) ! c as n ! 1. Now,

given v 2 H10 (�), we have
⌦
I 0�(un), v

↵
= �

⌦
u�
n , v

↵
+
⌦
I 0�
�
u+
n
�
, v
↵
.

Invoking again (3.3) and (3.4) we obtain that kI 0�(u
+
n )k ! 0 as n ! 1, which

implies that (u+
n ) is a (PS)c sequence. Setting vn = un/kunk, in view of the

above claim vn � 0 almost everywhere in �. Therefore, by the Sobolev imbedding
theorem, passing to a subsequence if necessary, we may assume that there exists
v0 2 H10 (�) with v0(x) � 0 for almost every x 2 � such that

vn * v0 weakly in H10 (�),

vn ! v0 stronlgy in L p(�), 1  p < 1,

vn(x) ! v0(x) for a.e. x 2 �,

|vn(x)|  h p(x) 2 L p(�), 1  p < 1, for a.e. x 2 �.

(3.5)

We claim that v0 = 0. First we observe that v0 2 H1D(�0). In fact, taking ' 2
C1
c (�+) such that ' � 0, from (3.3) and un � 0 in �, we have

on(kunk) = hun, un'i � �

Z

�
u2n' �

Z

�
W (x) f (un)un'. (3.6)

Hence, considering 2 < � < ✓ , with ✓ given by (3.2), we obtain
Z

�
W (x) f (un)

un'
kunk�

 on(1).

Since supp' ⇢ �+ is compact, we may use the above inequality and (3.2) to get

kunk✓��
Z

�
v✓n'  on(1).
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Now taking into account that ✓ � � > 0 and kunk ! 1, from (3.5) we reach
Z

�
v✓0' = 0, for every ' 2 C1

c (�+), ' � 0. (3.7)

A similar argument implies that (3.7) also holds for every ' 2 C1
c (��), ' � 0 in

�. Therefore, v0 2 H1D(�0). From this fact, (W2), kunk ! 1, un � 0 in � and
(3.3), we have

on(1) =
1

kunk
⌦
I 0�(un), v0

↵
= hvn, v0i � �

Z

�
vnv0.

Taking n ! 1 and invoking (3.5), we get �D1 (�0)|v0|22  kv0k2 = �|v0|22. Since
� < �D1 (�0), this estimate implies that v0 = 0 almost everywhere in �, which
proves the claim. Now we consider  2 C1

c (R2) with 0    1,  ⌘ 1 on �+

and  ⌘ 0 on ��, and we use the Hölder inequality to obtain

I�(un) �
1
✓

⌦
I 0�(un), un 

↵
�

✓
1
2

�
1
✓

◆
kunk2 �

�

2

Z

�
u2n

+
Z

�
W (x)


1
✓
f (un)un � F(un)

�

�
1
✓
|r |1|un|2kunk.

(3.8)

Using conditions ( f2) and (W2), we can find C3 > 0 such that
Z

�
W (x)


1
✓
f (un)un � F(un)

�

=
Z

�+
W (x)


1
✓
f (un)un � F(un)

�
�
Z

��
W (x)F(un) � �C3.

Dividing the inequality (3.8) by kunk2 and using the previous estimate, we get
C4 > 0 such that

on(1) �
✓ � 2
2✓

�
1
✓
|r |1|vn|2 � C4|vn|22.

Taking the limit as n ! +1 in the above inequality and using (3.5) we conclude
that ✓�2  0, which is a contradiction and the proof of Lemma 3.2 is complete.

Remark 3.3. If f has exponential subcritical growth, i.e., f satisfies ( f↵0) with
↵0 = 0 then, as a consequence of Lemma 3.2, the functional I� satisfies the (PS)
condition whenever � < �D1 (�0).
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As a consequence of Lemma 3.2, we have the following convergence result:

Lemma 3.4. Assume ( f↵0), ( f1) � ( f3) and (W2) are satisfied. If � < �D1 (�0),
then any (PS)c sequence (un) ⇢ H10 (�) associated with I� has a subsequence
still denoted by (un) converging weakly in H10 (�) to a solution u of Problem (P�).
Furthermore,

Z

�
W (x)F(un) !

Z

�
W (x)F(u), as n ! 1.

Proof. Consider a sequence (un) ⇢ H10 (�) such that

I�(un) ! c and
�
�I 0�(un)

�
� ! 0, as n ! 1. (3.9)

By Lemma 3.2, the sequence (un) is bounded. Therefore, (un) possesses a sub-
sequence, still denoted by (un), converging weakly in H10 (�) to a function u 2
H10 (�). By a standard argument (see [28]), we may verify that u is a solution of
Problem (P�). Furthermore, we may assume that un(x) ! u(x) for almost every
x 2 �. Since f (s) = 0 for every s  0, from (3.9) we get that

�
�u�

n
�
�2 =

⌦
I 0�(un), u

�
n
↵

�
�I 0�(un)

�
�
�
�u�

n
�
� ! 0 as n ! 1.

Consequently, u+
n (x) = u�

n (x) + un(x) ! u(x) = u+(x) � 0, as n ! 1 for
almost every x 2 �. Next, considering a function  2 C1

c (R2) with 0    1,
 ⌘ 1 on �+ and  ⌘ 0 on ��, we obtain

⌦
I 0�(un), u

+
n
↵
=
⌦
un, u+

n
↵
� �

Z

�
 
�
u+
n
�2

�
Z

�+
W (x) f

�
u+
n
�
u+
n .

Hence, from (3.9) and the boundness of (un) in H10 (�), we may find C1 > 0 such
that Z

�+
W (x) f

�
u+
n
�
u+
n  C1, 8 n 2 N. (3.10)

This estimate together with ( f2) and ( f3) implies that given " > 0, we may find
R > 0 such that
Z

�+\[un�R]

�
�W (x) f

�
u+
n
�
u+
n
�
� =

Z

�+\[un�R]
W (x) f

�
u+
n
�
u+
n 

"

2
, 8 n 2 N.

In fact, by ( f2) and ( f3) given "̂ > 0 there exists R > 0 such that 0 < F(s) 
"̂ f (s)s for any s � R, which implies that

Z

�+\[un�R]

�
�W (x)F

�
u+
n
���  "̂

Z

�+\[un�R]
W (x) f

�
u+
n
�
u+
n . (3.11)



486 EVERALDO S. MEDEIROS, UBERLANDIO B. SEVERO AND ELVES A. B. SILVA

From ( f3) (or ( f1)) there exists 0 < R1 < R such that f (s) � 0 for any s � R1.
Consequently, there exists C2 > 0 (independent of R) such that
Z

�+
W (x) f

�
u+
n
�
u+
n =

Z

�+\[0un<R]
W (x) f

�
u+
n
�
u+
n +
Z

�+\[un�R]
W (x) f

�
u+
n
�
u+
n

=
Z

�+\[0unR1]
W (x)f

�
u+
n
�
u+
n +
Z

�+\[R1un<R]
W (x) f

�
u+
n
�
u+
n

+
Z

�+\[un�R]
W (x) f

�
u+
n
�
u+
n

�
Z

�+\[un�R]
W (x) f

�
u+
n
�
u+
n � C2.

This, together with (3.10), implies that
Z

�+\[un�R]
W (x) f

�
u+
n
�
u+
n  C1 + C2.

Choosing "̂ < "
2(C1+C2) , by (3.11) we can find R > 0 such that

Z

�+\[un�R]

�
�W (x)F

�
u+
n
��� 

"

2
. (3.12)

Let E be a mensurable subset of �+ with |E | < �. By (3.12) we have
Z

E

�
�W (x)F

�
u+
n
��� =

Z

E\[unR]

�
�W (x)F

�
u+
n
���+

Z

E\[un�R]

�
�W (x)F

�
u+
n
���

 C3|E | +
"

2
< ",

provided that � < "/(2C3). Thus, we conclude that the sequence (W (x)F(u+
n )) ⇢

L1(�) is equi-integrable. SinceW (x)F(u)2L1(�),W(x)F(u+
n (x))!W (x)F(u(x))

for almost every x 2 �+ and (W (x)F(u+
n )) is equi-integrable in �+, by the Vitali

theorem we conclude that
Z

�+
W (x)F(u+

n ) !
Z

�+
W (x)F(u).

Similarly, considering the test function (1�  )u+
n , we conclude that

Z

��
W (x)F(u+

n ) !
Z

��
W (x)F(u).

Using that F(s) = 0 for s  0, we get
Z

�
W (x)F(un) =

Z

�
W (x)F

�
u+
n
�

!
Z

�+
W (x)F(u) +

Z

��
W (x)F(u)

=
Z

�
W (x)F(u),

and this completes the proof.
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3.2. Estimate of the minimax level

In this subsection, we present an estimate for the minimax level associated with I�.
We recall that by Lemma 2.2 there exist �, ⇢ > 0 and �⇤ > �1 such that

I�(u) � �, if kuk = ⇢ and � < �⇤. (3.13)

As in [28], in order to estimate the minimax level we define the Moser functions.
Let x0 2 �+ and R > 0 be such that BR(x0) ⇢ �+. The Moser functions are
defined for 0 < r < R by

Mr (x) =
1

q
2⇡ log R

r

·

8
>><

>>:

log R
r if |x � x0|  r

log
R

|x � x0|
if r  |x � x0|  R

0 if |x � x0| � R.

(3.14)

One can see that Mr 2 H10 (�), kMrk = 1 and supp(Mr ) = BR(x0) ⇢ �+.
Considering n 2 N, n > 1, we define the Moser sequence by Mn ⌘ MR

n
. It

follows from inequality (3.2) that, for any t > 0,

I�(tMn) 
t2

2
kMnk

2 � C1t✓
Z

BR(x0)
W (x)M✓

n + C2t
Z

BR(x0)
Mn.

Since ✓ > 2 we conclude that I�(tMn) ! �1 as t ! +1. Thus, I�(t0Mn) < 0
for some t0 > 0 sufficiently large. This together with (3.13), implies that I� has the
mountain pass structure and therefore we can define the minimax level

c� := inf
�20

max
t2[0,1]

I�(� (t)) > 0, � < �⇤,

where 0 := {� 2 C([0, 1], H10 (�)) : � (0) = 0, � (1) = t0Mn}. We have the
following estimate:

Lemma 3.5. If ( f↵0) and ( f1) � ( f3) are satisfied then c�1 < 2⇡
↵0
.

Proof. Since I�1(tMn) ! �1 as t ! 1, we infer from (3.13) that there exists
tn > 0 such that

c�1  max
t>0

I�1(tMn) = I�1(tnMn).

We claim that (tn) is bounded. Indeed, suppose by contradiction that there exists a
subsequence such that tn ! +1. Using that for t = tn we have d

dt I�1(tMn) = 0
and kMnk = 1, we get

t2n �
Z

BR(x0)
W (x) f (tnMn)tnMn

=
Z

|x�x0| R
n

W (x) f (tnMn)tnMn +
Z

R
n |x�x0|R

W (x) f (tnMn)tnMn

=: I1(n) + I2(n).

(3.15)
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Given K > 0, from ( f3) there exists s0 = s0(K ) > 0 such that

s f (s) � Ke↵0s
2
, for every s � s0.

For n large, we have that tnMn(x) = tnp
2⇡

p
log n � s0 for all x 2 B R

n
(x0). There-

fore,

I1(n) � K⇡R2
 

min
BR(x0)

W

!
h
exp

⇣⇣ ↵0
4⇡

t2n � 1
⌘
2 log n

⌘i
. (3.16)

On the other hand, using that f (s) � �C1 for s � 0 we obtain

f (s)s � �C1s, for every s � 0.

This inequality, together with the fact that
R
BR(x0) Mn = on(1), implies

I2(n) � �C1
Z

R
n |x�x0|R

W (x)tnMn = tnon(1). (3.17)

Combining inequalities (3.15), (3.16) and (3.17), we get

t2n � K⇡R2
 

min
BR(x0)

W

!
h
exp

⇣⇣ ↵0
4⇡

t2n � 1
⌘
2 log n

⌘i
+ tnon(1), (3.18)

which is impossible if tn ! +1. To complete the proof it is enough to verify that
there exists n 2 N satisfying

I0(tnMn) <
2⇡
↵0

.

Suppose by contradiction that this fact does not hold. Since kMnk = 1 for every
n 2 N, we get

t2n
2

�
2⇡
↵0

+
Z

BR(x0)
W (x)F(tnMn).

Invoking hypotheses ( f↵0) and ( f1), we can find d > 0 such that F(s) � �dsq for
all s � 0 and a direct calculation shows that

Z

BR(x0)
Mq
n = O

✓
1

(log n)q/2

◆
. (3.19)

Thus, we obtain the inequality

t2n
2

�
2⇡
↵0

�
Ctqn

(log n)q/2 ,
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that is,
↵0
4⇡

t2n � 1 � �
Ctqn

(log n)q/2 . (3.20)

In particular, using that (tn) is bounded, after take a subsequence, limn!1 t2n =
t0 > 0. Since q > 2, using estimate (3.20) and passing to the limit in (3.18) we ob-
tain t20 � K⇡R2 minBR(x0) W . Choosing K sufficient large we get a contradiction
and this completes the proof.

Let � 2 (�1, �
⇤) and u0 be the respective solution obtained in Theorem 2.4.

The next lemma will give us an upper bound for c�.

Lemma 3.6. Suppose ( f↵0) and ( f1) � ( f3) are satisfied. Then, there existsb� 2
(�1, �

⇤) such that

0 < c� < I�(u0) + 2⇡/↵0, for every � 2 (�1,b�).

Proof. Since c�  c�1 for every � � �1, in view of Lemma 3.5 and Remark 2.3, it
is sufficient to verify that

0 > I�(u0) = inf
u2B⇢(0)

I�(u) = m� ! m�1 = 0, as � ! �+
1 .

Otherwise, there are sequences �n ! �+
1 and (un) ⇢ H10 (�) with kunk  ⇢ such

that I�n (un) ! M < 0. We may assume that ⇢ < 4⇡/↵0 and un * u. Since
kuk  ⇢, we infer by Remark 2.3 that I�1(u) � 0. Now, proceeding as in the proof
of Theorem 2.4, we obtain I�n (un) ! I�1(u) � 0, which is a contradiction. This
completes the proof.

The next auxiliary lemma is an improvement of the Trudinger-Moser inequal-
ity due to Lions (see [24, Theorem 1.6]), which will be essential in order to verify
that the functional I� has a second critical point.

Lemma 3.7. Let {un 2 H10 (�); kunk = 1} be a sequence converging weakly to a
nonzero function u. Then, for every 0 < p < 4⇡(1� kuk2)�1, we have

sup
n2N

Z

�
epu

2
n dx < 1.

Now we are ready to state our first multiplicity result for Problem (P�), when � �
�1 > 0 is sufficiently small.

Theorem 3.8. Suppose ( f↵0), ( f1) � ( f3) and (W1) � (W2) are satisfied. Then
there exists �⇤⇤ > �1 such that

i) For every � 2 (�1, �
⇤⇤), (P�) has two nonnegative and nontrivial solutions;

ii) For � = �1, (P�) has a nonnegative and nontrivial solution.
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Proof. Let us choose �⇤⇤ := min{�⇤, �D1 (�0),b�}. By using the mountain pass the-
orem without the Palais-Smale condition (see for instance Brezis-Nirenberg [10]),
there exists a sequence (un) ⇢ H10 (�) such that

I 0�(un) ! 0 and I�(un) ! c� > 0, � 2 [�1, �
⇤⇤). (3.21)

According to Lemma 3.2 we have that un * u weakly in H10 (�). Invoking Lemma
3.4, we conclude that I 0�(u) = 0 and

Z

�
W (x)F(un) !

Z

�
W (x)F(u). (3.22)

This together with the fact that u+
n ! u+ in L2(�) and (3.21) imply that

lim
n!1

kunk2 = 2(c� + c0), (3.23)

where c0 :=
R
�[W (x)F(u) + �

2 |u
+|2]. If � 2 [�1, �⇤⇤), we claim that u 6= 0.

Indeed, if u = 0 we have that c0 = 0 and invoking Lemmas 3.5 and 3.6 we get

lim
n!1

kunk2 = 2c� <
4⇡
↵0

.

We claim that
lim
n!1

Z

�
W (x) f (un)un = 0. (3.24)

Indeed, given ↵ > ↵0, by the hypothesis ( f↵0) there exists C = C(↵) > 0 such that
| f (s)|  C exp(↵s2) for all s 2 R. Now, we can choose q > 1 and ↵ > ↵0 such
that q↵kunk2 < 4⇡ for n large. Thus, using the Trudinger-Moser inequality we get

Z

�
|W (x) f (un)|q  C|W |q1

Z

�
exp

 

q↵kunk2
✓

un
kunk

◆2!

 eC . (3.25)

Since un ! 0 strongly in Lq 0
(�), using the Hölder inequality and (3.25) we get

�
�
�
�

Z

�
W (x) f (un)un

�
�
�
�  C| f (un)|q |un|q 0 ! 0.

Now, invoking (3.24) and using that I 0�(un)un = on(1) we obtain un ! 0 strongly
in H10 (�), which is a contradiction because I�(un) ! c� > 0. If in addition
� 2 (�1, �

⇤⇤) then u 6= u0. Otherwise, in this case we claim that

lim
n!1

Z

�
W (x) f (un)un =

Z

�
W (x) f (u0)u0. (3.26)
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If this is true, using that u+
n ! u+

0 strongly in L
2(�) we get

on(1) = I 0�(un)un = kunk2 � �
�
�u+
0
�
�2
2 �

Z

�
W (x) f (u0)u0 + on(1)

= kunk2 � ku0k2 + I 0�(u0)u0 + on(1).

Since I 0�(u0) = 0 we conclude that un ! u0 strongly in H10 (�) which is a contra-
diction because

0 < c� = lim
n!1

I�(un) = I�(u0) < 0.

Thus, it remains to verify (3.26). From (3.23) we may assume that c� + c0 > 0,
otherwise the result is trivial. Define vn := un/kunk and observe that

vn * v :=
u0

p
2(c� + c0)

, weakly in H10 (�).

If kvk = 1 then limn!1 kunk2 = 2(c� + c0) = ku0k2 and the result follows
immediately. Suppose that kvk < 1. Since � > �1, by Lemma 3.6, we can take
↵ > ↵0 such that 0 < c� < I�(u0) + 2⇡/↵, which implies that

2↵(c0 + c�) <
4⇡

1� kvk2
.

Thus, we can use (3.23) to obtain p0 > 0 such that ↵kunk2 < p0 < 4⇡/(1� kvk2)
for n large. We now choose q > 1 sufficiently close to 1 in such way that

↵qkunk2 < p <
4⇡

1� kvk2
,

with p = p0q. It follows from Lemma 3.7 that

sup
n2N

Z

�
e↵qkunk2v2n  sup

n2N

Z

�
epv

2
n = C4 < 1.

Passing to a subsequence if necessary, we may assume that un ! u0 strongly in
Lq 0

(�). Hence, there exists 9q 0 2 L1(�) such that |un(x)|q
0
 9q 0(x) for almost

every x 2 �. Since W 2 L1(�), for any measurable subset A ⇢ � and using the
Hölder inequality we get

�
�
�
�

Z

A
W (x) f (un)un

�
�
�
�  C5

✓Z

A
|un|q

0
◆1/q 0 ✓Z

A

⇣
e↵u

2
n
⌘q◆1/q

 C6
✓Z

A
9q 0

◆1/q 0 ✓Z

A
e↵qkunk2v2n

◆1/q

 C7
✓Z

A
9q 0

◆1/q 0

.
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Since9q 0 2 L1(�) and the set A ⇢ � is arbitrary, we conclude that the first integral
above is uniformly small provided that the measure of A is small. Hence, the set
{W f (un)un} is uniformly integrable and Vitali’s Theorem implies thatW f(un)un!
W f (u0)u0 in L1(�) as claimed. The proof of Theorem 3.8 is complete.

4. Interval of existence of positive solution

In the next lemma, we prove some regularity properties for critical points of I�.
As a consequence, we will establish an estimate for the parameter � in order to
Problem (P�) admits positive solutions. To this end, we will assume the following
hypothesis:

(bf4) f is Lipschitz continuous at the origin.

Lemma 4.1. Suppose ( f↵0), ( f1), (bf4) and (W1) are satisfied. If u 2 H10 (�) is a
nontrivial critical point of I�, then u 2 C1(�). Furthermore, if � � 0 then u > 0
in � and @u

@⌫ < 0 on @� (where ⌫ is the exterior unit normal to @�).

Proof. For any ↵ > ↵0 and p > 1, condition ( f↵0) together with the fact that
W 2 C(�) and the inequality (1.2), implies that for each u 2 H10 (�)

Z

�
|W (x) f (u)|p  C

Z

�
ep↵u

2
< 1.

Thus, u 2 C1(�) by the theory of regularity for semilinear elliptic problems. Next,
taking v = u� in (2.3) and using that f (s) = 0 for s  0, we obtain�

R
� |ru�|2 =

0. Hence u� = 0 and, consequently, u � 0 in �. Now, using that u is nonnegative
and � � 0, we have

h(x) : = �u(x) + W (x) f (u(x))
�
⇥
W+(x) f +(u) + W�(x) f �(u)

⇤
�
⇥
W+(x) f �(u) + W�(x) f +(u)

⇤
.

Hence, taking c(x) = [W+(x) f �(u(x)) +W�(x) f +(u(x))]/u(x) � 0 for u(x) >
0 and c(x) = 0 otherwise, we have that u is a solution of

8
><

>:

�1u + c(x)u � 0 in �

u � 0 in �

u = 0 on @�.

Since f satisfies (bf4) and u 2 L1(�), one has c 2 L1(�). By the strong maxi-
mum principle for weak solutions of elliptic problems (see [33]), we conclude that
u > 0 in �. Finally, observing that u > 0 in � and u = 0 on @�, we may apply
Hopf’s lemma for weak solutions of class C1 of elliptic problems to conclude that
@u
@⌫ < 0 on @� and this completes the proof.
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In order to estimate the parameter �, we define

3 = sup
n
� � �1 : (P�) admits a positive solution u 2 H10 (�)

o
. (4.1)

Lemma 4.2. Assume that ( f↵0), ( f1), (bf4) and (W1) � (W2) hold. Then 3 < 1.

Proof. Let us choose r > 0 such that Br ⌘ Br (x0) ⇢ �0. We take 'r1 > 0 the
eigenfunction associated with �r1 = �1(Br ). If u is a positive solution of (P�) by
Lemma 4.1 we have that u 2 C1(�). Applying the divergence theorem for the
vector field ur'r1 and using that

@'r1
@⌫ < 0 on @Br (where ⌫ is the exterior unit

normal to Br ) we find
Z

Br
rur'r1 =

Z

Br
u(�1'r1) +

Z

@Br
u
@'r1
@⌫

d� < �r1

Z

Br
u'r1. (4.2)

On the other hand, taking into account that u is a positive solution of (P�) and
supp('r1) ⇢ �0, we get

Z

Br
rur'r1 =

Z

�
rur'r1 = �

Z

Br
u'r1.

This, together with (4.2), implies that � < �r1 and this completes the proof.

Remark 4.3. If we assume that @�0 is smooth, then we see that H10 (�0)=H1D(�0)

and so �1(�0) = �D1 (�0). Thus, taking '1 2 H10 (�0) and arguing as in the proof
of the above lemma we conclude that 3  �D1 (�0).

Theorem 4.4. Suppose ( f↵0), ( f1), (bf4) and (W1)� (W2) are satisfied. Then �1 <
3 < 1 and for every � 2 (�1,3), Problem (P�) has a nonnegative and nontrivial
solution u 2 H10 (�) such that I�(u) < 0.

Proof. By Theorem 2.4, Lemma 4.1 and 4.2, �1 < 3 < 1. Given � 2 (�1,3)
consider � 2 (�,3) and take u 2 H10 (�) a nontrivial critical point of I�. By
Lemma 4.1 we have that u 2 C1(�) and @u

@⌫ < 0 on @�. Now consider the contin-
uous function h� : �⇥ R ! R defined by

h�(x, s) = �s+ + W (x) f (s), x 2 �, s 2 R, (4.3)

and its truncation

h�(x, s) =

(
h�(x, u(x)) if s � u(x)
h�(x, s) if s < u(x).

(4.4)

Next, we consider the semilinear elliptic problem
(

�1u = h�(x, u) in �

u = 0 on @�
(4.5)
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and the associated functional I � : H10 (�) ! R defined by

I �(u) =
1
2
kuk2 �

Z

�
H�(x, u), u 2 H10 (�), (4.6)

where H�(x, s) =
R s
0 h�(x, t)dt . Since u 2 C1(�), (4.3), (4.4) and f (s) = 0 for

s  0, we find C1 > 0 such that |h�(x, s)|  C1 for every s 2 R and for almost
every x 2 �. This implies that I � 2 C1(H10 (�), R) is coercive and weakly lower
semicontinuous. Therefore, there is u 2 H10 (�) such that

�1 < m� = I �(u) = inf
u2H10 (�)

I �(u)  I �(0) = 0. (4.7)

We claim that m� < 0. Effectively, since u > 0 in � and @u/@⌫ < 0 on @�, there
exists t1 > 0 such that 0 < t'1(x) < u(x) for every x 2 �, whenever 0 < t < t1.
Thus, from (4.3) and (4.4), we have

I �(t'1) =
t2

2
(�1 � �) �

Z

�
W (x)F(t'1), for every 0 < t < t1.

Next, invoking the conditions ( f1), (W1) we conclude that m�  I �(t'1) < 0 and
the claim is proved. It follows from (4.7) and the above claim that u is a nontrivial
solution of (4.5). Since � < �, from (4.3), (4.4) and the fact that u is a solution of
(P�), we get
Z

�
rur(u�u)+ =

Z

�
h�(x, u)(u�u)+ =

Z

�
h�(x, u)(u � u)+ 

Z

�
rur(u�u)+.

Consequently u  u in �. Moreover, since f (s) = 0 for s  0, for almost every
x 2 �, we may invoke (4.3), (4.4) and the fact that u is a solution of (4.5) one more
time to obtain

ku�k2 = �
Z

�
ruru� = �

Z

�

⇥
�u+ + W (x) f (u)

⇤
u� = 0.

This implies that 0  u  u in � and I 0�(u) = 0. The proof of Theorem 4.4 is
complete.

Corollary 4.5. In addition to the hypotheses of Theorem 4.4, suppose that ( f4) is
satisfied. If u is a solution of Problem (P�) with � < � < 3, then (P�) has a
positive solution u 2 C1(�) satisfying I�(u) < 0 and

0 < u < u in � and
@u
@⌫

<
@u
@⌫

< 0 on @�.
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Proof. Let u 2 C1(�) be the solution of Problem (P�), satisfying 0  u  u in
� and I�(u) < 0, provided in the proof of Theorem 4.4. Let M > 0 be such that
|u|1  M . Since h�, given by (4.3), is locally Lipschitz continuous on�⇥ [0,M],
we find K > 0 such that |h�(x, s2) � h�(x, s1)|  K |s2 � s1| for every x 2 � and
s1, s2 2 [0,M]. In particular, if 0  s1  s2  M , we have

h�(x, s2) � h�(x, s1) � �K (s2 � s1), for every x 2 �. (4.8)

The above inequality, our choice of M and 0  u  u in � imply that
(

�1(u � u) + K (u � u) � 0 in �

(u � u) � 0 on @�.

Therefore, since u 6⌘ u in �, we may apply the strong maximum principle and
Hopf’s lemma to conclude that u < u in � and @u

@⌫ < @u
@⌫ on @�. Finally, applying

Lemma 4.1, we infer that u > 0 in� and @u@⌫ < 0 on @�, which completes the proof
of Corollary 4.5.

5. Proof of Theorem 1.1

In this section, to prove Theorem 1.1, we will first establish some auxiliary results.

5.1. An estimate of the minimax level

The next lemma will be essential to obtain an estimate of the minimax-level c� in
line with Lemma 3.6 when f is locally Lipschitz continuous. We also mention that
similar result was proved in [28]. Let us fix r > 0.

Lemma 5.1. Assume that f satisfies ( f↵0) and ( f4), and suppose that (W2) holds.
Given �, � > 0 there exist C > 0 and an open set V ⇢ �+ such that, for all x 2 V ,
0  s  r and t � 0,

�

2
t2 + W (x)[F(s + t) � F(s) � f (s)t] � �Ct� . (5.1)

Proof. By (W2) we have that @�+ \ �0 6= ;. Since W 2 C(�), there exists
x1 2 @�+ \ �0 such that W (x1) = 0. Thus, given " > 0, there exists � > 0 such
that

|W (x)| < ", for every x 2 B�(x1).

Since x1 2 @�+, there exists x0 2 �+ \ B�(x1). Therefore, we can find R > 0
such that

V ⌘ BR(x0) ⇢ B�(x1) \�+.

Consequently,
0 < W < " in V ⇢ �+.
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First we consider 0  t  r . Invoking the mean value theorem and ( f4), we find
0  ✓  1 and L > 0 such that

F(s + t) � F(s) � f (s)t = [ f (s + ✓ t) � f (s)]t � �L✓ t2.

Choosing " < �/2L , for all 0  s, t  r and x 2 V , we get

�

2
t2 + W (x)[F(s + t) � F(s) � f (s)t] �

✓
�

2
� "L

◆
t2 � 0.

Now, invoking ( f↵0), we find T1 > r such that for 0  s  r and t � T1 we have

�

2
t2 + W (x)[F(s + t) � F(s) � f (s)t] � 0.

Using the above inequalities and the compactness of the set V ⇥ [r, T1], we may
find C > 0 such that estimate (5.1) follows readily.

With the aid of Lemma 5.1, we have the following estimate:

Proposition 5.2. Suppose ( f↵0), ( f1) � ( f4) and (W1) � (W2) are satisfied. Then,
for all � 2 (�1, �

⇤), there exists n 2 N verifying

max
t�0

I�(u0 + tMn) < I�(u0) +
2⇡
↵0

, (5.2)

where u0 is the solution obtained in Theorem 2.4.

Proof. Considering V ⇢ �+, the open set given by Lemma 5.1, we take x0 2 �
and R > 0 such that BR(x0) ⇢ V . Let Mn the Moser function defined by (3.14).
Since supp(Mn) ⇢ BR(x0), we have
Z

�
W (x)F(u0 + tMn) =

Z

�\BR(x0)
W (x)F(u0) +

Z

BR(x0)

W+(x)F(u0 + tMn).

Hence, using (3.2), we obtain tn > 0 such that

max
t�0

I�(u0 + tMn) = I�(u0 + tnMn).

To prove estimate (5.2), it suffices to find n 2 N such that

I�(u0 + tnMn) < I�(u0) +
2⇡
↵0

.

Arguing by contradiction, suppose that this estimate does not hold. Since u0 is a
solution of Problem (P�) and kMnk = 1, for every n 2 N, we get
2⇡
↵0

 I�(u0 + tnMn) � I�(u0)

=
t2n
2

�
Z

BR(x0)
W (x)[F(u0 + tnMn) � F(u0) � f (u0)tnMn] � �

t2n
2

|Mn|
2
2.
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Now, invoking Lemma 5.1 with � = 3 and r = |u0|1, we reach

2⇡
↵0

+ �
t2n
2

|Mn|
2
2 

t2n
2

+ Ct3n
Z

�
M3
n .

Hence, by (3.19) and taking C large if necessary, we obtain

2⇡
↵0

+ �
t2n
2

|Mn|
2
2 

t2n
2

+
Ct3n

(log n)3/2
. (5.3)

In particular, tn 6! 0. On the other hand, for t = tn we have d
dt I�(u0 + tMn) = 0,

that is,

�

Z

�
(u0+tnMn)tnMn+

Z

BR(x0)
W (x) f (u0+tnMn)tnMn= tn

Z

�
r(u0 + tnMn)rMn

 tnku0 + tnMnk,

where above we have used that kMnk = 1. From ( f3), given K > 0, there exists
s0 > 0 such that

s f (s) � Ke↵0s
2
, for every s � s0.

Moreover, u0(x) + tnMn(x) � tnp
2⇡

p
log n � s0 for all x 2 BR/n(x0) and n large.

Using that tn 6! 0, for n large we get

tn
⇣
log n
2⇡

⌘1/2

r + tn
⇣
log n
2⇡

⌘1/2 �
1
2
.

Since f (s) � �C1 for s � 0 and tnMn/(u0 + tnMn)  1, we conclude that

tnku0 + tnMnk �
Z

BR(x0)
W (x) f (u0 + tnMn)tnMn

� K min
BR(x0)

W
Z

BR/n(x0)

⇣
e↵0(u0+tnMn)2

⌘ tnMn

u0 + tnMn
� CR

� K min
BR(x0)

W

2

6
4
Z

BR/n(x0)
e↵0

t2n log n
2⇡

tn
⇣
log n
2⇡

⌘1/2

r + tn
⇣
log n
2⇡

⌘1/2

3

7
5� CR

� K min
BR(x0)

W

"
⇡R2

2n2
e↵0

t2n log n
2⇡

#

� CR .
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Therefore,

tn(ku0k + tn) � K min
BR(x0)

W

"
⇡R2

2n2
e↵0

t2n log n
2⇡

#

� CR

= K min
BR(x0)

W

"
⇡R2

2
e2
�
↵0
4⇡ t

2
n�1
�
log n

#

� CR .

(5.4)

In particular, this inequality implies that (tn) is bounded. From this and (5.3) we
obtain

lim
n!1

t2n �
4⇡
↵0

.

In fact (5.4) implies that limn!1 t2n = 4⇡/↵0 and by (5.3) we have t2n � 4⇡/↵0 �
C(log n)�3/2. Thus, upon passing to the limit in (5.4), it follows that

4⇡
↵0

✓
ku0k +

4⇡
↵0

◆
� K

 

min
BR(x0)

W

!
⇡R2

2
� CR .

Choosing K large, we get a contradiction.

5.2. Local minimum

The next result establishes a global version of Theorem 2.4.
Theorem 5.3. Suppose ( f↵0), ( f1)� ( f4) and (W1)� (W2) are satisfied. Then, for
every � 2 (�1,3), Problem (P�) has a positive solution which is a local minimum
of I�.
Before presenting the proof of Theorem 5.3, we need to state a version of the result
by Brezis and Nirenberg [11] on C1(�) versus H10 (�) local minimizers. Since
we are considering nonlinearity with exponential critical growth, for the sake of
completeness, we present a proof for this setting (see also [19]). We consider the
problem (

�1u = g(x, u) in �

u = 0 on @�,
(5.5)

where� ⇢ R2 is a smooth bounded domain and g 2 C(�⇥R, R) is a Carathéodory
function with exponential critical growth, i.e., there exists ↵0 > 0 such that

lim
|s|!1

g(x, s)
e↵s2

=

(
0 8↵ > ↵0, uniformly in x 2 �
+1 8↵ < ↵0, uniformly in x 2 �.

(g↵0)

Let J : H10 (�) ! R be the functional associated to Problem (5.5) defined by

J (u) =
kuk2

2
�
Z

�
G(x, u),

where G(x, s) =
R s
0 g(x, t)dt . Then, we have the following result:
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Lemma 5.4. Assume that g satisfies (g↵0). If u0 2 H10 (�) is a local minimizer of
J in the C1(�) topology, i.e., there exits ⇢ > 0 such that

J (u0)  J (v), kv � u0kC1(�)  ⇢, (5.6)

then u0 is a local minimizer of J in the H10 (�) topology, i.e. there exists � > 0 such
that

J (u0)  J (v), kv � u0k  �.

Proof. Arguing by contradiction, suppose that the conclusion does not hold. Then,
there exists a sequence (⇢n) with ⇢n > 0, ⇢n ! 0 and vn ⇢ H10 (�) such kvn �
u0k  ⇢n and J (vn) < J (u0). Furthermore, there exists a Lagrange multiplier
µn  0 such that

(
�(1� µn)1wn = g(x, wn + u0) � g(x, u0) in �

wn = 0 on @�,

where wn = vn � u0. We claim that wn ! 0 in C1(�) which contradicts (5.6),
because J (wn + u0) < J (u0). To prove this claim, we observe that by condition
(g↵0), for any ↵ > ↵0, there exists C > 0 such that, for all n 2 N,

|g(x, wn + u0) � g(x, u0)|  C
h
exp

⇣
2↵
⇣
w2n + u20

⌘⌘
+ exp

⇣
↵u20

⌘i
.

Thus, fixing p > 1 and using the Hölder inequality together with the Trudinger-
Moser inequality, we get

Z

�
|g(x, wn + u0) � g(x, u0)|p

 C1
✓Z

�
exp

⇣
2↵p2w2n

⌘◆1/p ✓Z

�
exp

⇣
2↵pp0u20

⌘◆1/p0

+
Z

�
exp

⇣
p↵u20

⌘

 C2

 Z

�
exp

 

2↵p2kwnk
2
✓

wn

kwnk

◆2!!1/p
+ C3.

We may assume that 2↵p2kwnk2  2↵p2⇢n  4⇡ and so we use the Trudinger-
Moser inequality to obtain a constant C4 > 0 independent of n such that

Z

�
|g(x, wn + u0) � g(x, u0)|p  C4.

Choosing p > 2 and using the Sobolev imbedding together with classical el-
liptic estimates, we obtain ↵ 2 (0, 1) and C > 0 independent of n such that
kwnkC1,↵(�)  CkwnkW 2,p(�)  eC . It follows from the Ascoli-Arzelà Theorem
that wn ! w0 in C1(�). Since wn ! 0 in H10 (�), we get w0 ⌘ 0 and this
concludes the proof.
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Proof of Theorem 5.3. Given �1 < � < 3, we take � 2 (�,3) and we invoke
Theorem 4.4 and Lemma 4.1 to find a positive solution u 2 C1(�̄) of (P�) such
that @u/@⌫ < 0 on @�. Thus, we may apply Corollary 4.5 to obtain a positive
solution u0 of (P�) satisfying

0 < u0 < u in � and
@u
@⌫

<
@u0
@⌫

< 0 on @�, (5.7)

and
I �(u0) = inf

u2H10 (�)
I �(u) < 0, (5.8)

where I � is defined by (4.6). In order to conclude that u0 is a local minimum of I�
in H10 (�), by Lemma 5.4, it suffices to verify that u0 is a local minimum of I� in
the C1 topology. From (5.7), there exists � > 0 such that

ku0 � ukC1(�) < � ) u(x) < u(x) for every x 2 �.

Hence, from the definition of I � and (5.8), I�(u) = I �(u) � I �(u0) � I�(u0),
whenever ku0 � ukC1(�) < �. The proof of the theorem is complete.

Remark 5.5. Note that, as a direct consequence of the proof of Theorem 5.3, Prob-
lem (P�) has a positive solution with negative energy for every �1 < � < 3.
In order to prove the existence of ordered solutions, we need the following result:
Lemma 5.6. Let u0 � 0 be a local minimum of I�. Assume that there are no critical
points u of I� with u � u0 in � and u 6= u0. Then, there exist 0 < ⇢1 < ⇢2 and
↵ > 0 such that

I�(u0 + v) � I�(u0) � ↵, for every ⇢1  kvk  ⇢2, v � 0.
Proof. Consider 0 < ⇢1 < ⇢2 < ⇢0 such that u0 is a minimum of I� on B⇢0(u0).
Arguing by contradiction, suppose that there exists a sequence (vn) ⇢ H10 (�),
⇢1  kvnk  ⇢2 and vn � 0 such that I�(u0 + vn) � I�(u0) = on(1). Passing
to a subsequence if necessary, we may assume that vn * v weakly in H10 (�) and
vn ! v in L2(�). This, in combination with the fact that u0 + vn � 0, implies that

I�(u0 + vn) � I�(u0) = hu0, vi � �hu0, vi2 +
1
2
kvnk

2 �
�

2
|v|22

�
Z

�
W (x)[F(u0 + vn) � F(u0)] + on(1).

Taking ⇢0 smaller if necessary and by applying the Trudinger-Moser inequality we
can see that

R
�W (x)F(u0 + vn) !

R
�W (x)F(u0 + v). Therefore,

on(1) = hu0, vi � �hu0, vi2 +
1
2
kvnk

2 �
�

2
|v|22

�
Z

�
W (x)[F(u0 + v) � F(u0)] + on(1)

= I�(u0 + v) � I�(u0) +
1
2
kvnk

2 �
1
2
kvk2 + on(1).

(5.9)
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If v = 0, taking the limit in (5.9) and using that kvnk � ⇢1 > 0 we obtain a
contradiction. On the other hand, if v 6= 0, taking the limit in (5.9) and using that
the norm is weakly lower semicontinuous we get

0 � I�(u0 + v) � I�(u0) � 0.

Thus, I�(u0 + v) = I�(u0) and consequently u0 + v is another critical point of I�
with v + u0 � u0, which contradicts the hypothesis and proof is complete.

5.3. Proof of Theorem 1.1

Now, we present the proof of Theorem 1.1. In view of Lemma 4.2 and Remark 4.3
we have �1 < 3  �D1 (�0). Thus, to prove Theorem 1.1, it suffices to verify that
Problem (P�) has two ordered positive solutions for every �1 < � < 3. Let u0
be the positive solution of (P�) obtained in Theorem 5.3. In order to find a second
solution u1 of (P�) such that u1 > u0 in �, we look for v = u1 � u0, a positive
solution of the semilinear elliptic problem
(

�1v = �1u � (�1u0) = h�
�
x, u0 + v+

�
� h�(x, u0) in �

v = 0 on @�,
(5.10)

with h� defined by (4.3). The functional associated with (5.10) is given by

eI�(v) =
1
2

Z

�
|rv|2 �

Z

�

eH�
�
x, v+�, for every v 2 H10 (�),

where, for s 2 R and x 2 �,

eH�(x, s) =
Z s

0

⇥
h�
�
x, u0(x) + t+

�
� h�(x, u0(x))

⇤
dt

= H�
�
x, u0(x) + s+

�
� H�(x, u0(x)) � h�(x, u0(x))s+,

with H�(x, s) =
R s
0 h�(x, t)dt . Thus, using that u0 is a solution of (P�), for v 2

H10 (�), we may write

eI�(v) =
1
2
�
�v�

�
�2 +

1
2
�
�u0 + v+

�
�2 �

Z

�
H�
�
x, u0 + v+��

1
2
ku0k2 +

Z

�
H�(x, u0).

From (2.2) we infer that

eI�(v) =
1
2
�
�v�

�
�2 + I�

�
u0 + v+�� I�(u0) for every v 2 H10 (�). (5.11)

Now suppose, by contradiction, that there is not another critical point of I� with
u > u0 in �. Then, using Lemma 5.6 and taking ⇢ = (⇢1 + ⇢2)/2, we gete↵ > 0
such that

inf
kvk=⇢

eI�(v) >e↵.
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Next, considering Mn given by Proposition 5.2, there exists t0 > 0 such that
kt0Mnk > ⇢ and

eI�(t0Mn) = I�(u0 + t0Mn) � I�(u0) < 0. (5.12)

Let us define the minimax level

ec� = inf
�20

max
t2[0,1]

eI�(� (t)) > 0,

where e0 := {� 2 C([0, 1], H10 (�)) : � (0) = 0, � (1) = t0Mn}. Note that by
Proposition 5.2 we have

e↵ ec�  max
t�0

I�(u0 + tMn) � I�(u0) <
2⇡
↵0

. (5.13)

Now, we can apply a version of the mountain pass theoremwithout the Palais-Smale
condition (see [10]) to obtain a sequence (vn) ⇢ H10 (�) be a sequence such that

eI�(vn) !ec� and
�
�
�eI 0�(vn)

�
�
� ! 0. (5.14)

Since kv�
n k2 = �heI 0�(vn), v

�
n i, we have that

kv�
n k ! 0. (5.15)

Hence, for proving the claim, it suffices to verify that (v+
n ) has a convergent subse-

quence. Combining (5.11), (5.14) and (5.15), we obtain

I�
⇣
u0 + v+

n

⌘
!ec� + I�(u0). (5.16)

Using that u0 is a critical point of I�, for v 2 H10 (�), we may write
D
eI 0�(vn), v

E
= �

⌦
v�
n , v

↵
+
⌦
v+
n , v

↵
�
Z

�

⇥
h�
�
x, u0 + v+

n
�
� h�(x, u0)

⇤
v

= �
⌦
v�
n , v

↵
+
⌦
I 0�
�
u0 + v+

n
�
, v
↵
.

This, together with (5.14), (5.15) and (5.16) imply that wn = u0 + v+
n satisfies

�
�I 0�(wn)

�
� ! 0 and I�(wn) ! c� :=ec� + I�(u0). (5.17)

By (5.13) we have

I�(u0) < c� < I�(u0) +
2⇡
↵0

. (5.18)

Since �1 < � < 3  �D1 (�0), by Lemma 3.2 we may suppose that wn * w =
u0 + v with v � 0 and I 0(w) = 0 and so w = u0. Furthermore, by Lemma 3.4 we
have Z

�
W (x)F(wn) !

Z

�
W (x)F(u0). (5.19)
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This together with the fact that wn ! u0 in L2(�) and (5.17) imply that

lim
n!1

kwnk
2 = 2(c� + c1) > 0, (5.20)

where c1 :=
R
�[W (x)F(u0) + �

2 |u0|
2]. We claim that

lim
n!1

Z

�
W (x) f (wn)wn =

Z

�
W (x) f (u0)u0. (5.21)

If this is true, using that w+
n ! u0 strongly in L2(�) we get

on(1) = I 0�(wn)wn = kwnk
2 � �|u0|22 �

Z

�
W (x) f (u0)u0 + on(1)

= kwnk
2 � ku0k2 + I 0�(u0)u0 + on(1).

Since I 0�(u0) = 0, we obtain that wn ! u0 strongly in H10 (�) and hence

I�(u0) < c� = lim
n!1

I�(wn) = I�(u0),

which is a contradiction. Thus, it remains to verify (5.21). Define zn := wn/kwnk
and observe that

zn * z :=
u0

p
2(c� + c1)

weakly in H10 (�).

If kzk = 1 then limn!1 kwnk2 = 2(c� + c1) = ku0k2 and the result follows
immediately. Suppose that kzk < 1. By (5.18), we can take ↵ > ↵0 such that
0 < c� < I�(u0) + 2⇡/↵, which implies that

2↵(c1 + c�) <
4⇡

1� kzk2
.

Thus, we can use (5.20) to obtain p0 > 0 such that ↵kwnk2 < p0 < 4⇡/(1�kzk2)
for n large. We now choose q > 1 sufficiently close to 1 in such way that

↵qkwnk
2 < p <

4⇡
1� kzk2

,

with p = p0q. It follows from Lemma 3.7 that

sup
n2N

Z

�
e↵qkwnk2z2n  sup

n2N

Z

�
epz

2
n < 1.

Arguing similarly as in the proof of Theorem 2.4, we conclude that (5.21) holds.
The proof of the theorem is complete.
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6. Proof of Theorem 1.3

In this section, we present the proof of Theorem 1.3. First, we establish an auxiliary
result. Setting �⇤ := � \ ��, we have that @�⇤ is smooth since @�0 is smooth
(see Lemma 7.1 in [25]).

Lemma 6.1. Suppose ( f1) and (W2) are satisfied and f is nonnegative. If @�0 is
smooth, then Problem (P�) does not have a positive solution for every � � �1(�

⇤).

Proof. Let u 2 H10 (�) be a positive solution of (P�). Next, take '⇤
1 a positive

eigenfunction on �⇤ associated with �1(�⇤), the first eigenvalue of the operator
�1 in the space H10 (�⇤). By Hopf’s lemma, one has @'

⇤
1

@⌫ < 0 on @�⇤, where ⌫(x)
is the exterior unit normal to �⇤ at x 2 @�⇤. Using this estimate, the Divergence
Theorem, the fact that u 2 C1(�) and u > 0 in �⇤, we obtain

Z

�⇤
rur'⇤

1 =
Z

@�⇤
u
@'⇤
1

@⌫
+
Z

�⇤
u
�
�1'⇤

1
�

< �1(�
⇤)

Z

�⇤
u'⇤

1 .

On the other hand, using that '⇤
1 = 0 in � \�⇤ and f is nonnegative, we get

Z

�⇤
rur'⇤

1 = �

Z

�⇤
u'⇤

1 +
Z

�⇤
W (x) f (u)'⇤

1 � �

Z

�⇤
u'⇤

1 ,

which implies the desired result.

Proof of Theorem 1.3. By Lemma 6.1, 3  �1(�
⇤). Since the hypothesis (W3)

implies that �1(�⇤) < �1(�
0), we may conclude that �1 < 3 < �1(�

0). Now
consider a sequence �n ! 3 (�n < 3). Invoking Remark 5.5, we find a sequence
(un) ⇢ H10 (�) of positive solutions of (P�n ) such that I�n (un) < 0. Thus,

I3(un) = I�n (un) �
3� �n

2
|un|22  I�n (un) < 0. (6.1)

Given ' 2 H10 (�), one has
D
I 03(un),'

E
=
D
I 0�n (un),'

E
� (3� �n)hun,'i2 = �(3� �n)hun,'i2, (6.2)

which implies that kI 03(un)k = on(kunk). From (6.1), (6.2), 3  �1(�
⇤) <

�1(�
0) and the argument used in the proof of Lemma 3.2, it follows that the se-

quence (un) ⇢ H10 (�) is bounded. Then, passing to a subsequence if necessary, we
may assume that un * u3 weakly in H10 (�), un ! u3 in L2(�) and u3 � 0 in
�. Moreover, by Lemma 3.4, we have that I 03(u3) = 0 and

Z

�
W (x)F(un) !

Z

�
W (x)F(u3).
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Next, using that I�n (un) < 0 we get

kunk2=2I�n (un) + 2�n|un|22 + 2
Z

�
W (x)F(un) < 2�n|un|22 + 2

Z

�
W (x)F(un).

Consequently, if u3 = 0 then un ! 0 strongly in H10 (�). Furthermore, by the
same argument used in the proof of Lemma 3.2, we obtain un ! 0 strongly in
L1(�). Now, taking '1, the positive eigenfunction in H10 (�) associated with the
eigenvalue �1, and using that un is a critical point of I�n , for every n 2 N, we may
write

0 = �
D
I 0�n (un),'1

E
=

Z

�
[(�n � �1)un + W (x) f (un)]'1. (6.3)

On the other hand, since �n � �1 ! 3 � �1 > 0, un ! 0 in L1(�), un > 0 in �,
we may use the hypothesis ( f5) to get, for n sufficiently large,
Z

�
[(�n � �1)un + W (x) f (un)]'1 =

Z

�


(�n � �1) + W (x)

f (un)
un

�
un'1 > 0,

which contradicts (6.3). This contradiction implies that u3 6= 0. Finally, since
u3 is a nonnegative solution of (P3), by the Maximum Principle, u3 is a positive
solution of (P3). The proof of Theorem 1.3 is complete.
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[16] D. G. DE FIGUEIREDO, J. M. DO Ó and B. RUF, On an inequality by N. Trudinger and J.
Moser and related elliptic equations, Comm. Pure Appl. Math. 55 (2002), 135–152.

[17] F. O. DE PAIVA, Nonnegative solutions of elliptic problems with sublinear indefinite non-
linearity, J. Funct. Anal. 261 (2011), 2569–2586.

[18] J. F. ESCOBAR and R. M. SCHOEN, Conformal metrics with prescribed scalar curvature,
Invent. Math. 86 (1986), 243–254.

[19] J. GIACOMONI, S. PRASHANTH and K. SREENADH, W1,N versus C1 local minimizers
for elliptic functionals with critical growth in RN , C. R. Math. Acad. Sci. Paris 347 (2009),
255–260.

[20] J. GIACOMONI, J. PRAJAPAT and M. RAMASWAMY, Positive solution branch for ellip-
tic problems with critical indefinite nonlinearity, Differential Integral Equations 18 (2005),
721–764.

[21] M. GROSSI, P. MAGRONE and M. MATZEU, Linking type solutions for elliptic equations
with indefinite nonlinearities up to the critical growth, Discrete Contin. Dynam. Systems 7
(2001), 703–718.

[22] V. I. JUDOVIC, Some estimates connected with integral operators and with solutions of
elliptic equations, Dokl. Akad. Nauk SSSR 138 (1961), 805–808.

[23] J. KAZDAN and F. WARNER, Scalar curvature and conformal deformation of Riemannian
structure, J. Differential Geom. 10 (1975), 113–134.

[24] P. L. LIONS, The concentration-compactness principle in the calculus of variations. The
limit case. I, Rev. Mat. Iberoam. 1 (1985), 145–201.

[25] E. S. MEDEIROS, U. B. SEVERO and E. A. B. SILVA, On a class of elliptic problems with
indefinite nonlinearites, Calc. Var. Partial Differential Equations 50 (2014), 751–777.

[26] J. MOSER, A sharp form of an inequality by N. Trudinger, Indiana Univ. Math. J. 20 (1971),
1077–1092.

[27] T. OUYANG, On the positive solutions of semilinear equations 1u + �u + hu p = 0 on
compact manifolds, II. Indiana Univ. Math. J. 40 (1991), 1083–1141.
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