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On existence and uniqueness
for non-autonomous parabolic Cauchy problems

with rough coefficients

PASCAL AUSCHER, SYLVIE MONNIAUX AND PIERRE PORTAL

Abstract. We consider existence and uniqueness issues for the initial value prob-
lem of parabolic equations @t u = divAru on the upper half space, with initial
data in L p spaces. The coefficient matrix A is assumed to be uniformly elliptic,
but merely bounded measurable in space and time. For real coefficients and a sin-
gle equation, this is an old topic for which a comprehensive theory is available,
culminating in the work of Aronson. Much less is understood for complex coeffi-
cients or systems of equations except for the work of Lions, mainly because of the
failure of maximum principles. In this paper, we come back to this topic with new
methods that do not rely on maximum principles. This allows us to treat systems
in this generality when p � 2, or under certain assumptions such as bounded
variation in the time variable (a much weaker assumption that the usual Hölder
continuity assumption) when p < 2. We reobtain results for real coefficients,
and also complement them. For instance, we obtain uniqueness for arbitrary L p
data, 1  p  1, in the class L1(0, T ; L p(Rn)). Our approach to the exis-
tence problem relies on a careful construction of propagators for an appropriate
energy space, encompassing previous constructions. Our approach to the unique-
ness problem, the most novel aspect here, relies on a parabolic version of the
Kenig-Pipher maximal function, used in the context of elliptic equations on non-
smooth domains. We also prove comparison estimates involving conical square
functions of Lusin type and prove some Fatou type results about non-tangential
convergence of solutions. Recent results on maximal regularity operators in tent
spaces that do not require pointwise heat kernel bounds are key tools in this study.

Mathematics Subject Classification (2010): 74K20 (primary); 74B20 (sec-
ondary).
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1. Introduction

We consider the problem

@t u(t, x) = div (A(t, x)ru(t, x)), t > 0, x 2 Rn (1.1)

where A 2 L1((0,1) ⇥ Rn,Mn(C))) satisfies uniform ellipticity estimates:

93 > 0 such that 8 ⇠, ⌘ 2 Cn, |hA(t, x)⇠, ⌘i|
 3|⇠ ||⌘| for a.e. t > 0 and x 2 Rn;

9� > 0 such that 8 ⇠ 2 Cn,<e(hA(t, x)⇠, ⇠i)

� �|⇠ |2 for a.e. t > 0 and x 2 Rn.

(1.2)

The divergence and gradient are taken with respect to the x variables only. We
mention right away that our results extend to systems of parabolic equations with
ellipticity (1.2) replaced by a Gårding inequality on Rn uniformly with respect to t .
For the sake of simplicity, we only consider one equation, but complex valued coef-
ficients. We also restrict to t > 0 since we are interested in the initial value problem
with data at t = 0. More precisely, we shall study three problems.

(1) Construct weak solutions for general L p initial data and prove sharp estimates;
(2) Show when a weak solution has a trace at t = 0 and is uniquely determined

by it;
(3) Establish well-posedness as a consequence.

These problems have been studied in [3,30]; see also [28] and the references therein.
Here, we obtain striking results for systems and L p data, as well as new results (e.g.,
concerning well-posedness classes) for the case of a real equation. For example, we
prove uniqueness results for arbitrary L p data, an issue left unresolved by Aron-
son. Furthermore, even in the case of a real equation, our methods are technically
innovative: they have to be so to circumvent the loss of maximum principles. In
particular, we do not rely on the local regularity theory for solutions which culmi-
nated in [31,32], and do not require a priori knowledge of boundedness or regularity
properties of solutions in our approach.

Recall the meaning of a weak solution.
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Definition 1.1. Let 0  a < b  1, � be an open subset of Rn and Q =
(a, b) ⇥ �. A weak solution of (1.1) on Q is a (complex-valued) function u 2
L2loc(a, b; H

1
loc(�)) such that

ZZ

Q
u(t, x)@t'(t, x) dx dt =

ZZ

Q
A(t, x)ru(t, x) · r'(t, x) dx dt (1.3)

for all ' 2 C 1
c (Q). For 0  a < b < 1 and � = Rn , we say that u is a local (in

time) solution on (a, b), and when Q = Rn+1
+ := (0,1) ⇥ Rn we say that u is a

global weak solution.
Recall that well-posedness for the Cauchy problem consists in proving existence
and uniqueness for global (or local) weak solutions of (1.1) u in some solution
space X , converging, as t tends to 0, to an initial data f in a space of initial data Y ,
in some appropriate sense. In this case, X is said to be a well-posedness class for
(1.1) for Y data.

This problem is well-understood for global solutions of the heat equation when
Y = L p(Rn) and X = L1((0,1); L p(Rn)), for p 2 [1,1].

First, the heat extension of f 2 Y is easily seen to belong to X . Conversely,
use of the maximum principle and form methods allow one to prove that all weak
solutions (which are, in fact, classical solutions) in X have a trace in Y and are
given by the semigroup. The most efficient arguments seem to be the ones designed
for Riemannian manifolds, because they do not rely on any explicit formula for
the heat kernel. Strichartz, in [35], proves this result for 1 < p < 1, even for
global solutions with ku(t, ·)kL p(Rn) possibly growing as t ! 1 (but not faster
than exponentially). For p = 1, we refer to [29] for a neat proof, and another
argument for 1 < p < 1. For p = 1, see [18] for a uniqueness result under a
continuity assumption.

Back to the Euclidean case for the non-autonomous problem (1.1), it was Aron-
son [3] who obtained the most complete results for real equations in divergence
form. He considers the energy space L1(0, T ; L2(Rn)) \ L2(0, T ; H1(Rn)). He
proves that all solutions u in this space have a trace u0 in L2(Rn), and are uniquely
determined by this trace. It follows that this class is a uniqueness class. Aron-
son also obtains existence given an L2 initial data, hence defines a propagator 0
such that u(t, ·) = 0(t, 0)u0 for t > 0. The same strategy, with a slightly dif-
ferent energy space, was employed by Lions [30] earlier for complex equations,
and it yields the same solution. For real equations, however, Aronson also proved
pointwise Gaussian decay of the propagator in [2]. This allows one to define weak
solutions by the integral representation

u(t, x) =
Z

Rn
k(t, 0, x, y)u0(y) dy

for u0 in various spaces of initial conditions. For solutions satisfying an integral
condition

kuk2E :=
Z T

0

Z

Rn
e�a|x |

2
u(t, x)2 dt dx < 1
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for some a > 0, Aronson proves uniqueness in this class, and existence given
u0 2 L2(e�� |x |2dx) (with an assumption linking � > 0, T > 0 and a). This covers
u0 2 L p(dx) with 2  p  1, but note that kukE is not comparable to ku0kL p .
Aronson’s class may thus not be optimal for uniqueness (one could look for a larger
one). We are not mentioning here the results for non-negative solutions as they are
clearly outside the scope of the present article, since we want to address complex
equations.

Let us come back to the heat equation and consider solutions given by u(t, x)=
et1 f (x) for, say, f 2 L2. In harmonic analysis, there are other well-known esti-
mates for such solutions given in terms of the non-tangential maximal function and
the Lusin area functionals:

ku⇤kL p ⇠ krukT p,2, 1  p < 1. (1.4)

Here T p,2 denotes the tent space of Coifman-Meyer-Stein. See Section 2.1 for its
definition. We denote by u⇤ the non-tangential maximal function

x 7! sup
|y�x |<

p
t
|u(t, y)|.

A key feature of these estimates is that they hold also for some p  1, and play a
fundamental role in Hardy space theory.

For example, ku⇤kL p < 1 characterises the real Hardy space H p as shown
in [20]. When 1 < p < 1, an implicit argument (it is done for harmonic func-
tions but the same idea applies to caloric functions) in [20], using Fatou type results
(based on the maximum principle), shows that all weak solutions of the heat equa-
tion satisfying ku⇤kL p < 1 are given by the semigroup, and thus are uniquely
determined by their traces in L p at t = 0. As we have comparability of norms,
uniqueness in such a class is an optimal result for L p data. It is not known to us
whether the condition krukT p,2 < 1 with u vanishing at 1 yields uniqueness
(recall that r is only with respect to x) except when p = 2.

Our approach to (1.1) starts as in Aronson [3] or Lions [30], by considering
energy solutions. If u is either one’s solution (it turns out that they are the same) for
a data u0 2 L2(Rn), one obtains the energy equality

ku0k2L2 = 2<e
Z T

0

Z

Rn
A(s, x)ru(s, x) · ru(s, x) ds dx + ku(T )k2L2 .

By taking the limit as T ! 1, provided that u is a global weak solution and that
ku(T )kL2 ! 0, one obtains

ku0k2L2 = 2<e
Z 1

0

Z

Rn
A(s, x)ru(s, x) · ru(s, x) ds dx .

This equality suggests that it should be possible to work directly in the largest pos-
sible energy space to begin with, consisting of global weak solutions with ru 2
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L2(Rn+1
+ ) = L2(L2). We prove that this is indeed the case, and establish well-

posedness of the Cauchy problem for L2(Rn) data in this energy space. We also
show that such solutions are continuous from [0,1) into L2(Rn), norm decreasing
in time with limit 0 at 1, and satisfying this energy equality, of course, together
with

ku0kL2 = kukL1(L2) ⇠ krukL2(L2).

This is to be expected but note that the lack of a priori control on the L2(Rn) norm
in our energy space is a difficulty which we overcome thanks to a structural lemma
for this space. As a consequence, we recover, by restriction to finite intervals (0, T ),
the Aronson/Lions solutions. This gives rise to a propagator 0(t, s) that sends a data
at time s to the solution at time t . The only available estimates for this propagator in
full generality are Gaffney type estimates, which are localized L2 Gaussian bounds.
The same holds for the backward in time adjoint equation. Using properties of this
adjoint propagator to create test functions for (1.1), our main result towards unique-
ness is an interior reproducing formula for local weak solutions under a certain
control.

Theorem 1.2. Let u be a local weak solution of (1.1) on (a, b) ⇥ Rn . Assume

M :=
Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(t, y)|2 dy dt
◆ 1
2

e�� |x |2 dx < 1

for some 0 < � < � (a, b, �,3). Then u(t, ·) = 0(t, s)u(s, ·) for every a < s 
t < b, in the following sense:

Z

Rn
u(s, x)0(t, s)⇤h(x) dx =

Z

Rn
u(t, x) h(x) dx 8h 2 Cc(Rn).

Note that the control is in terms of local L2 estimates on u. This is the only available
information. Also the presence of the square root in the control turns out to be very
useful.

Once this is proved the matter reduces to controlling u near the boundary t = 0
to be able to take a limit as s tends to 0 in u(t, ·) = 0(t, s)u(s, ·).

We thus need to work with solution spaces for which the hypothesis of this
result can be checked. A natural choice is to use a modification of the maximal
function u⇤, adapting the one introduced by Kenig-Pipher [27] in the context of
elliptic equations:

Ñ (F)(x) := sup
�>0

 Z �

�
2

Z

B(x,
p
�)

|F(t, y)|2 dy dt

! 1
2

.

However, note that the space of all measurable functions with kÑ (F)kL p < 1 does
not seem to have a trace space at t = 0, even allowing limits in the weakest possible
sense. Hence, finding the initial value relies on the equation as well, using the inte-
rior representation above. When 2 < p  1, we prove well-posedness of global
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weak solutions of (1.1) in the class X p = {u 2 L2loc(R
n+1
+ ) ; kÑ (u)kL p < 1}

with arbitrary data in L p. In particular, when p = 1, we establish the conservation
property

0(t, 0)11 = 11
in L2loc(Rn), for all t > 0. This seems to be new under the sole ellipticity assump-
tion.

For p = 2, we also establish, via a different argument, that both L1(L2) and
X2 are well-posedness classes for L2 data. The corresponding solutions agree with
the energy solutions. In particular, for any given global weak solution, we have the
a priori equivalences

kukL1(L2) ⇠ krukL2(L2) ⇠ kÑ (u)kL2 .

The above results can also be considered for local solutions or for global solutions
with growth when t ! 1. Combining this with the interior representation, we
obtain a representation for classes containing global weak solutions having arbitrary
growth as t ! 1 (but still controlled as |x | ! 1). This is quite new as well.

Imposing more properties on the propagators, such as uniform L p bounded-
ness in some range of p, allows us to consider the classes L1(L p) as above when
p 6= 2. This is true for small perturbations of autonomous equations (coefficients
independent of t) or when the coefficients are of bounded variation in time. This is
far less demanding than the usual Hölder regularity assumption. We expect that this
will give substantial improvements to maximal regularity results for the associated
inhomogeneous non-autonomous problem.

Another consequence is that a pointwise upper Gaussian bound condition on
the propagator kernel (as obtained by Aronson for real equations) yields unique
determination of weak solutions from their traces at t = 0 in the classes L1(L p),
when 1 < p  1. Note that this pointwise upper Gaussian bound condition has
been characterized in [21] in terms of local L2 � L1 estimates of weak solutions
of (1.1) and of the dual backward equation. For p = 1, we obtain, under this
assumption, two criteria to decide whether or not a weak solution in L1(L1) is
determined by its trace in L1 or in the space of Radon measures. This requires
some further regularity on the propagators.

Our work also includes a non-autonomous analog of the Fefferman-Stein e-
quivalence (1.4). Namely we prove that, for all weak solutions of (1.1) of the form
u(t, ·) = 0(t, 0) f with f 2 L2 \ L p, we have the a priori comparison

kÑ (u)kL p ⇠ krukT p,2, 1  p < 1. (1.5)

In fact, the control of krukT p,2 by kÑ (u)kL p is valid for any global weak solution
and 0 < p  1 and it is only for the converse that we use the form of the solution.

Finally, we prove Fatou type result on non-tangential almost everywhere con-
vergence at the boundary. To do so, since solutions may not be locally bounded, we
replace pointwise values by averages on Whitney regions.

The paper is organised as follows. In Section 2 we recall the definitions of
various function spaces and operators used in this article. We also recall results
from [5,10] that play a key role here.
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In Section 3 we develop a new approach to the L2 theory, including well-
posedness in the largest possible energy space and, as a consequence, the existence
of a contraction operator L2(Rn), called propagator, that maps the data h to our
solution u at time t . By restriction, this propagator gives both Lions’ energy solution
and Aronson’s energy solution.

In Section 4 we prove the fundamental a priori estimates for weak solutions
(either general weak solutions or energy solutions given by the propagator), includ-
ing reverse Hölder estimates, and appropriate integrated off-diagonal bounds. The
latter are a replacement for the pointwise heat kernel bounds available in the case
of real coefficients.

In Section 5 we prove our existence and uniqueness results. This includes the
key interior representation result, Theorem 1.2, well-posedness in L1(L2) and in
X p for p > 2, and the conservation property. Under an additional assumption on
the L p behaviour of the propagators, we prove well posedness in L1(L p) for all
p 2 (1,1].

In Section 6 we show that this additional assumption is satisfied for a range of
values of p in two important situations: when A is a small L1 perturbation of a
t-independent matrix, and when A is of bounded variation in time. We also show a
local result when the dependency with respect to t is continuous.

In Section 7 we complete the picture by showing an L p analogue, for p 2
(1,1), of the norm estimates available for energy solutions when p = 2. This
is an analogue of Fefferman-Stein’s equivalence of maximal function norms and
square function norms in Hardy space theory.

In Section 8 we show non-tangential convergence results to the initial data for
our weak solutions.

In Section 9 we focus on p = 1, assuming that our propagators have pointwise
kernel bounds (as in the case of real coefficients). We then get a complete theory
for Radon measures as data and solutions in L1(L1), or L1 data and solutions in a
subspace of L1(L1).

Finally, in Section 10 we mention an easy extension of our results: similar
well-posedness results hold for global weak solutions u such that norms (in the
corresponding solution space) of (t, x) 7! 11(0,T )(t)u(t, x) can grow as T tends to
1. A posteriori, we show that this growth is bounded.
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agreement between the French Conseil National de la Recherche Scientifique and
the ANU. Portal would also like to thank the Laboratoire de Mathématiques de
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2. Preliminaries

2.1. Function spaces

Vector valued spaces

When dealing with function spaces over (a,b)⇥Rn , we write L p(X) for the Bochner
space of X (Rn) valued L p functions L p(a, b; X (Rn)) or L p(a, b; X (Rn; Cn)) (as
long as no confusion can occur).

We denote byD the space C 1
c ((0,1) ⇥ Rn) and byD 0 the space of distribu-

tions on (0,1)⇥Rn . We denote byC0(L p) the space of L p(Rn)-valued continuous
functions on [0,1) that tend to 0 at infinity.

The homogeneous Sobolev spaces Ḣ1(Rn)

There are many ways to define the homogeneous space Ḣ1(Rn). We depart a little
bit from tradition of having this space as a space of distributions modulo constants,
as this simplifies its use in (1.1).

We denote by Hs(Rn) the standard inhomogeneous Sobolev space for s 2
R, and we equip L2(Rn; Ck) with the standard complex inner product, which we
denote by h·, ·i or L2h·, ·iL2 .

We set Ḣ1(Rn) =
�
u 2 D 0(Rn) ; ru 2 L2(Rn; Cn)

 
, and equip this space

with the seminorm u 7! krukL2 . With this definition, the following properties
hold:

(1) H1(Rn) ⇢ Ḣ1(Rn) ⇢ L2loc(Rn) (set inclusions);
(2) D (Rn) is dense in Ḣ1(Rn): for all u 2 Ḣ1(Rn) there exists a sequence

(� j ) j2N of functions in D (Rn) such that kr� j � ruk2 ���!
j!1

0;

(3) Ḣ1(Rn)/C is a Banach space equipped with its quotient norm;
(4) Ḣ1(Rn) ⇢ S 0(Rn) (set inclusion);
(5) The dual of Ḣ1(Rn) can be identified with the dual of Ḣ1(Rn)/C, and with

Ḣ�1(Rn)={div g ; g2 L2(Rn; Cn)} equipped with the norm f 7!k f kḢ�1 =
inf{kgkL2 ; f = div g}. Moreover, for all u 2 Ḣ1(Rn), all g 2 L2(Rn, Cn),
and f = div g, we have that

Ḣ�1h f, uiḢ1 = �L2hg,ruiL2 = Ḣ�1h f, [u]iḢ1/C.

In particular, Ḣ�1(Rn) ⇢ H�1(Rn) ⇢ S 0(Rn) (embeddings), and, if u 2
Ḣ1(Rn) \ L2(Rn) = H1(Rn) and f 2 Ḣ�1(Rn) \ L2(Rn) then

Ḣ�1h f, uiḢ1 =
Z

Rn
f (x)u(x) dx = L2h f, uiL2 .

These properties are well known. We shall often write Ḣ1 h u, f iḢ�1 to mean
Ḣ�1h f, uiḢ1 . Having this in hand, we have that, for A satisfying (1.2) and almost
every t > 0,

L(t) = �div A(t, ·)r
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defines a bounded operator from Ḣ1(Rn) to Ḣ�1(Rn), which is onto and has C
as its null space (if one uses Ḣ1(Rn)/C, we thus have an isomorphism). More
precisely, for all u, v 2 Ḣ1(Rn), Ḣ1hL(t)u, viḢ�1 = L2hA(t, .)ru,rviL2 , and

�kukḢ1  kL(t)ukḢ�1  3kukḢ1 .

Now assume that A is constant in t , and set L = �divAr and D(L) = {u 2
H1 ; Lu 2 L2}. Then L is the maximal accretive operator on L2(Rn) associated
with the form (u, v) 7! L2hAru,rviL2 on H1(Rn). In particular, it is sectorial and
�L generates an analytic semigroup of contractions (e�t L)t>0. Also, the solution
of Kato’s square root conjecture in [8] implies that

sup
t>0

�
�
�re�t Lu

�
�
�
L2

. sup
t>0

�
�
�L

1
2 e�t Lu

�
�
�
L2

.
�
�
�L

1
2 u

�
�
�
L2

. krukL2 8u 2 H1(Rn).

Therefore, as e�t L11= 11 in L2loc (see [5, Section 2.5]), we have that {e
�t L; t > 0}

extends to a uniformly bounded family of bounded operators on Ḣ1(Rn). Finally,
we use the space L2(a, b; Ḣ1(Rn)) for �1  a < b  +1, endowed with
the seminorm u 7!

� R b
a kru(t, .)k2L2 dt

� 1
2 . It follows from the above discussion

that C 1
c ((a, b) ⇥ Rn) is dense in L2(a, b; Ḣ1(Rn)), that L2(a, b; Ḣ1(Rn)) ⇢

L2(a,b;L2loc(Rn)\S 0(Rn)), and that its dual can be identified withL2(a,b;Ḣ�1(Rn))
through the pairing

L2(a,b;Ḣ�1)h f, uiL2(a,b;Ḣ1) =
Z b

a
Ḣ�1h f (t, .), u(t, .)iḢ1 dt

= �
Z b

a
L2h (t, .),ru(t, .)iL2 dt,

for any  2 L2(a, b; L2(Rn)) such that f = div , and u 2 L2(a, b; Ḣ1(Rn)).

Homogeneous Lions spaces Ẇ (0,1)

We define the following spaces that are variants of the solution spaces used by Lions
in [30, spacesA(�) andB(�) page 147] (see also [16, Chapter XVIII]).

Ẇ (0,1) :=
n
u 2 D 0; u 2 L2

�
Ḣ1

�
and @t u 2 L2

�
Ḣ�1�

o

and
W (0,1) := Ẇ (0,1) \ C0

�
L2

�
,

and the corresponding spaces on a time interval (a, b), 0  a < b < 1

Ẇ (a, b) :=
n
u2

�
C 1
c ((a, b)⇥Rn)

�0
; u2L2

�
a, b; Ḣ1

�
and @t u2L2

�
a, b; Ḣ�1�

o
,

andW (a, b) = Ẇ (a, b)\C ([a, b]; L2). An important result of Lions [30, Proposi-
tion 3.1] states that inhomogeneous versions of these spaces (replacing Ḣ1 and Ḣ�1

by H1 and H�1) embed into C ([a, b]; L2), (see also [16, Chapter XVIII]), that is,
into W (a, b). With quite a different proof, we prove, in Section 3.1, a version of
this result for Ẇ (0,1).
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Tent spaces T p,2

The tent spaces introduced by Coifman, Meyer, and Stein in [15] play a key role in
our work. For p 2 (0,1], the (parabolic) tent space T p,2 is the set of measurable
functions u on Rn+1

+ such that

x 7!

✓Z 1

0

Z

B(x,
p
t)

|u(t, y)|2 dy dt
◆ 1
2

2 L p(Rn), if p < 1,

x 7! sup
B3x

 Z r2B

0

Z

B
|u(t, y)|2 dy dt

! 1
2

2 L1(Rn), if p = 1,

where we denote by rB the radius of a ball B. Note that T p,2 is contained in
L2loc(R

n+1
+ ). As shown in [15], these spaces are Banach spaces when 1  p  1,

reflexive when p 2 (1,1), and the dual of T p,2 is T p0,2 for the duality given
by

R
Rn+1

+
f (t, y)g(t, y) dy dt . Their importance for us has two origins. One is el-

liptic boundary value problems including the Laplace equation, where tent spaces,
along with closely related objects such as Hardy spaces and Carleson measures,
are already used extensively. Since we consider equation (1.1) weakly in space
and time, it is natural to use such norms rather than the L1(L p) norms which
would correspond to treating (1.1) as an (non-autonomous) evolution equation in
L p. The other reason why tent spaces are so important in our work comes from the
recent extension of Calderón-Zygmund theory to rough settings, i.e. the applica-
tion of Calderón-Zygmund ideas to operators such as e�t L with L = �div Ar,
A 2 L1(Rn;Mn(C)) satifying (1.2), that do not, in general, have Calderón-
Zygmund kernels (see [5] and the references therein). In such a setting, integral
operators such as

f 7!


(t, x) 7!

Z t

0
re�(t�s)Ldiv f (s, ·)(x)ds

�

are often unbounded on Bochner spaces L p(Lq) but bounded on T p,2. This is
the subject of our paper [10]. The results we use here are recalled in Section 2.2.
Keeping in mind that T 2,2 = L2(L2), we then use the condition ru 2 T p,2 (here,
we mean that each component of ru is in T p,2; in general, we shall not distinguish
the notation as this will be clear from the context) as a replacement for the condition
ru 2 L2(L2) to attack L p theory. For uniqueness, however, maximal function
estimates on solutions are more suitable than square function estimates.

Kenig-Pipher modified T p,1 space X p

Coifman-Meyer-Stein’s tent space theory also includes maximal function estimates
via the tent spaces T p,1 defined as spaces of continuous functions on (0,1) ⇥ Rn

with u⇤ 2 L p and with non-tangential limit, where u⇤ is the non-tangential maximal
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function defined by
u⇤ : x 7! sup

(t,y)2(0,1)⇥Rn

|x�y|<
p
t

|u(t, y)|.

This maximal function, however, is not appropriate for us because of the lack of
pointwise bounds on our solutions. We thus use a modified version of the non-
tangential maximal function, introduced by Kenig and Pipher for elliptic equations
in [27], and used extensively in [7] (see also [11,22] and further development in the
theory of Hardy spaces associated with operators without Gaussian bounds).
Definition 2.1. For F 2 L2loc(R

n+1
+ ), we define the following maximal function

Ñ (F) by

Ñ (F)(x) := sup
�>0

 Z �

�
2

Z

B(x,
p
�)

|F(t, y)|2 dy dt

! 1
2

, 8x 2 Rn.

The corresponding modification of T p,1 is defined as follows.
Definition 2.2. Let 0 < p  1. The space X p is the subspace of functions F 2
L2loc(R

n+1
+ ) such that

kFkX p := kÑ (F)kp < 1.

This space has been defined in [27]. For 1  p  1, it is a Banach space. Duality
and interpolation is studied in [23,24].

Note that, given a parameter � > 1, the maximal function Ñ (F) in the defini-
tions above can be replaced by

N�(F)(x) = sup
�>0

 Z �2�2

�2

Z

B(x,��)
|F(t, y)|2 dy dt

! 1
2

, 8x 2 Rn,

since a simple covering argument yields kN�(F)kp ⇠ kFkX p .
A difficulty with this norm compared to the one with u⇤ is the lack of stability

by translation: one can check that if ⌧s F(t, x) = F(t + s, x), then there is neither
pointwise nor L p control of Ñ (Fs) by Ñ (F) for any p. The same difficulty appears
with the tent spaces T p,2 above except when p = 2.

Slice spaces E p
�

While integral operators such as

f 7!


(t, x) 7!

Z t

0
re�(t�s)Ldiv f (s, ·)(x) ds

�

act on T p,2 (see Section 2.2), their (operator-valued) kernels re�t Ldiv (for a fixed
t > 0) do not act, in general, on L p(Rn). Appropriate substitutes for L p(Rn) are
the following spaces.
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Definition 2.3. Let p 2 [1,1] and � > 0. The (parabolic) slice space E p
� is the

subspace of functions g 2 L2loc(Rn) such that

kgkE p
�

:=

 Z

Rn

✓Z

B(x,
p
�)

|g(y)|2 dy
◆ p
2
dx

! 1
p

< 1.

This space can also be seen as one of Wiener amalgam spaces, which have been
studied for a long time. However, [12, Section 3] points out that these spaces are
retracts of tent spaces, and thus inherit many of their key properties:

�
E p
�

�⇤
= E p0

�
with k`k�E p

�

�⇤ ⇠ k`k
E p0
�

, with implicit constants uniform in � > 0, for all p 2

[1,1) under the duality pairing
R

Rn f (x)g(x) dx . In particular, slice spaces are
reflexive Banach spaces when p 2 (1,1). The following result is [12, Lemma 3.5]
and compares the norms in E p

� and in E
p
�0 for �

0 6= �.

Lemma 2.4. Let p 2 [1,1] and �, �0 > 0. For all f 2 E p
�0 , one has f 2 E p

� and

min

(

1,
✓
�0

�

◆ 1
2 (

n
2� n

p )
)

k f kE p
�0

. k f kE p
�

. max

(

1,
✓
�0

�

◆ 1
2 (

n
2� n

p )
)

k f kE p
�0
.

2.2. Maximal regularity operators

Given A 2 L1(Rn;Mn(C)) satisfying (1.2), recall that L = �div Ar denotes the
maximal accretive operator with domain D(L) = {u 2 H1(Rn) ; Aru 2 D(div)}.
Recall also that hLu, vi = hAru,rvi for all u 2 D(L) and v 2 H1(Rn). See
[5, 34], for more background on the operator theory of divergence form elliptic
operators.

We consider the associated maximal regularity operatorML initially defined
as a bounded operator from L1(D(L)) to L1

loc(L
2) by

ML f (t, x) =
Z t

0
Le�(t�s)L f (s, ·)(x) ds (2.1)

for almost every (t, x) 2 (0,1) ⇥ Rn and all f 2 L1(D(L)). A classical result by
De Simon [17] states thatML extends to a bounded operator on L2(L2).

De Simon’s result can be extended in several directions, including L p(L p)
boundedness, L p(Rn; L2(0,1)) boundedness, and T p,2 boundedness.

The L p(L p) extension is the most well-known. Lutz Weis proved in [37]
that the maximal regularity operator ML belongs to L (L p(L p)) if and only if
(e�t L)t�0 is R-analytic in L p(Rn). This holds in a range (p�(L), p+(L)) around
2 as shown in [5, Theorem 5.1] (combined with [26, Theorem 5.3]). Note that, for
p outside of [p�(L), p+(L)], �L does not generate a C0-semigroup on L p.
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The L p(Rn; L2(0,1)) extension has recently been considered in [36]. Again
ML 2 L (L p(Rn; L2(0,1))) when p 2 (p�(L), p+(L)) by a combination of [5,
Theorem 5.1] and [36, Theorem 3.3].

The T p,2 extension is the subject of our work [10]. In [10, Proposition 1.6], we
prove thatML 2 L (T p,2) for a range of values of p that can be strictly larger than
(p�(L), p+(L)) (recall that, for all " > 0, there exists �L that does not generate a
semigroup on L p(Rn) for p < 2n

n+2 � ").
In this paper, however, we need to use a variant M̃L ofML for which the

T p,2 boundedness has still a large range of exponents while the L p(L p) theory
would hold on an even smaller range than forML .

Proposition 2.5. The integral

M̃L f (t, ·) =
Z t

0
re�(t�s)Ldiv f (s, ·) ds (2.2)

defines a bounded operator from L1(H2), where H2 = H2(Rn; Cn)), to L1
loc(L

2).
This operator extends to a bounded operator on L2(L2).

Proof. To see that M̃L is well defined, remark that, for all ⌧ > 0 and all g 2 H2,
�
�re�⌧ Ldiv g

�
�
L2 . krdiv gkL2 . kgkH2 .

Next, we turn to the extension. Remark that for such g, h = L� 1
2 div g 2 D(L).

First, g 2 L2(Rn; Cn) and by the solution of the Kato square root problem [8],
h 2 L2(Rn). Secondly, Lh = L

1
2 div g 2 L2(Rn) as div g 2 H1 = D(L

1
2 ) by [8].

Using L2 boundedness of rL� 1
2 , [8], we have the equality in L2

re�⌧ Ldiv g = rL� 1
2 Le�⌧ L L� 1

2 div g

for all such g and all ⌧ > 0. It follows

M̃L f = rL� 1
2ML L� 1

2 div f

for all f 2 L1(H2) and that M̃L extends by density to a bounded operator on
L2(L2).

The adjoint M̃⇤
L 2 L (L2(L2)) is given as follows.

Lemma 2.6. For all f, g 2 D,
Z

R

⌦
M̃L f (t, ·), g(t, ·)

↵
dt =

Z

R

⌧
f (t, ·),

Z 1

0
r
�
e�sL

�⇤div g(t + s, ·) ds
�
dt.
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Proof. Let f, g 2 D. We have that
Z

R

⌦
M̃L f (t, ·), g(t, ·)

↵
dt

=
Z

R

Z

R
11(0,1)(t � s)

D
re�(t�s)Ldiv f (s, ·), g(t, ·)

E
ds dt

=
Z

R

Z

R
11(0,1)(� )

D
f (s, ·),r(e�� L)⇤div g(� + s, ·)

E
d� ds,

where we have made the change of variables s = s and � = t � s on R ⇥ R.

Remark 2.7. The operator, initially defined for g 2 D by

M̃⇤
Lg(s, x) =

Z 1

0
r
�
e�� L

�⇤div g(� + s, ·)(x) d�, (s, x) 2 (0,1) ⇥ Rn

thus extends to a bounded linear operator on L2(L2).

Proposition 2.8. Let q 2 [1, 2) be such that supt>0 k
p
tre�t L⇤

kL (Ls) < 1 for all
s 2 [2, q 0). Then M̃L extends to a bounded operator on T p,2 for all p 2 (pc,1]
where pc = max

� nq
n+q , 2n

n+q 0

 
.

Proof. We first recall, from [5, Section 3.4], that there exist an exponent q as
above (denoted by q+(L⇤)0 in [5]), and another one p�(L) � 1 with p�(L) 
max

�
1, nq

n+q
 
such that

sup
t�0

�
�e�t L

�
�

L (Lr ) < 1, 8 r 2 (p�(L), 2]. (2.3)

To prove the result for p  2, we apply [10, Theorem 3.1] with m = 2,� = 0. To
do so, we only have to show that

sup
t>0

�
�
�t1+

n
2 ( 1q̃ � 1

2 )re�t Ldiv
�
�
�

L (Lq̃ ,L2)
< 1

for all q̃ 2 (q, 2] and compute the exponents. Indeed, this estimate and L2� L2 off
diagonal estimates imply the Lr � L2 decay with r 2 (q̃, 2). See for example [5,
Proposition 3.2]. Write

t1+
n
2 ( 1q̃ � 1

2 )re�t Ldiv = At BtCt

with At = t
1
2re�

t
3 L , Bt = t

n
2 ( 1q̃ � 1

2 )e�
t
3 L and Ct = t

1
2 e�

t
3 Ldiv. Observe that Ct is

uniformly bounded on Lq̃ using q̃ > q and duality. Next, Bt is uniformly bounded
from Lq̃ to L2 by [5, Proposition 3.9] and (2.3). Finally At is uniformly bounded on
L2. For p � 2, we apply [10, Proposition 4.2] with m = 2, � = 0 and q = 2.
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Remark 2.9. If we were to use maximal regularity results in L p(L p) or

L p(Rn; L2(0,1))

as in [36] instead of this result, we would need the family {re�t Ldiv ; t > 0}
to be R-bounded on L p(Rn). As shown in [5], this is false for p < q, and q
can be arbitrarily close to 2. In the above proposition, however, we allow, at least,
p 2 [ 2nn+2 ,1] (see [5, 9]).

Remark 2.10. If q 0 > n, then pc = nq
n+q < 1. When q 0  n, pc = 2n

n+q 0 . Actually,
we have learned from Yi Huang (personal communication) that in this case, the
exponent pc can be taken to be the smaller value nq

n+q , using an improved version
of [10, Theorem 3.1]. This value is in agreement with the number p�(L) above.

Remark 2.11. We remark that given the ellipticity constants �,3, there is "(�,3)2
(0,1] such that q+(L⇤) � 2 + "(�,3) whenever A satisfies (1.2). This implies
that p�(L)  max

�
1, 2n

n+2 � "0(�,3, n)
 
for such L . See again [5, Section 3.4].

We also consider the integral operator RL initially defined as a bounded operator
from L1(H1), with H1 = H1(Rn; Cn), to L1

loc(L
2) by

RL f (t, x) =
Z t

0
e�(t�s)Ldiv f (s, ·)(x) ds. (2.4)

Note that Cc(Rn+1
+ ; Cn), the space of compactly supported continuous functions on

Rn+1
+ intoCn is contained in L1(H1) and is dense in T p,2 (ofCn-valued functions)

for all p 2 (0,1).

Proposition 2.12. Let p 2 (0,1]. The operator RL extends to a bounded opera-
tor from T p,2 to X p.

In the proof below, and throughout the paper, we use dyadic annuli defined as fol-
lows. For x 2 Rn , r > 0, set S1(x, r) = B(x, 2r), and S j (x, r) = B(x, 2 j+1r) \
B(x, 2 j r) for j � 2.

Proof. Let f 2 Cc(Rn+1
+ ; Cn). We have that, for almost every (t, x) 2 Rn+1

+ ,

RL f (t, x) =
1X

k=0
e�(1�2�k)t L KL f

�
2�kt, x

�
,

where KL f (t, x) =
R t
t
2
e�(t�s)Ldiv f (s, ·)(x) ds. Fix x 2 Rn and k 2 N \ {0}.

Since {e�t L ; t � 0} satisfies Gaffney-Davies estimates (see [5, Section 2.3]), we
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have that for any � > 0,
 Z �

�
2

Z

B(x,
p
�)

|e�(1�2�k)t L KL f (2�kt, y)|2 dy dt

! 1
2


1X

j=1

 Z �

�
2

Z

B(x,
p
�)

�
�
�e�(1�2�k)t L

⇣
11S j (x,

p
�)KL f

�
2�kt, ·

�⌘
(y)

�
�
�
2
dy dt

! 1
2

.
1X

j=1
2 j

n
2 e�c4

j

 Z �

�
2

Z

B(x,2 j+1
p
�)

�
�
�KL f

�
2�kt, y

���
�
2
dy dt

! 1
2


1X

j=1
2 j

n
2 e�c4

j
sup
�0>0

 Z 2k�0

2k �0
2

Z

B(x,2 j+1+
k
2
p
�0)

�
�
�KL f

�
2�kt, y

���
�
2
dy dt

! 1
2

=
1X

j=1
2 j

n
2 e�c4

j
sup
�0>0

 Z �0

�0
2

Z

B(x,2 j+1+
k
2
p
�0)

�
�
�KL f (t, y)

�
�
�
2
dy dt

! 1
2

.

Note that this estimate also holds for k = 0. Now with �0 > 0, and j � 1, we have
that

 Z �0

�0
2

Z

B(x,2 j+1+
k
2
p
�0)

|KL f (t, y)|2 dy dt

! 1
2


1X

`=1

0

@
Z �0

�0
2

Z

B(x,2 j+1+
k
2
p
�0)

�
�
�
�
�

Z t

t
2

e�(t�s)Ldiv
⇣
11
S`(x,2

j+1+ k
2
p
�0)
f (s,·)

⌘
(y) ds

�
�
�
�
�

2

dy dt

1

A

1
2

.

For ` = 1, and t 2 ( �
0

2 , �0), we have that
�
�
�
�
�

Z t

t
2

e�(t�s)Ldiv
⇣
11
S1(x,2

j+1+ k
2
p
�0)
f (s, ·)

⌘
(y) ds

�
�
�
�
�
2


Z t

t
2

1
p
t � s

�
�
�
�11B(x,2 j+2+

k
2
p
�0)
f (s, ·)

�
�
�
�
2
ds,

and thus
0

@
Z �0

�0
2

Z

B(x,2 j+1+
k
2
p
�0)

�
�
�
�
�

Z t

t
2

e�(t�s)Ldiv
⇣
11
S1(x,2

j+1+ k
2
p
�0)
f (s, ·)

⌘
(y) ds

�
�
�
�
�

2

dy dt

1

A

1
2

.

0

@
Z �0

�0
2

 Z t

t
2

1
p
�0

1
p
t � s

�
�
�
�
⇣
2 j+1+

k
2
p
�0
⌘� n

2 11
B(x,2 j+2+

k
2
p
�0)
f (s, ·)

�
�
�
�
2
ds

!2
dt

1

A

1
2

.
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By Schur’s Lemma, we thus have that

0

@
Z �0

�0
2

Z

B(x,2 j+1+
k
2
p
�0)

�
�
�
�
�

Z t

t
2

e�(t�s)Ldiv
⇣
11
S1(x,2

j+1+ k
2
p
�0)
f (s, ·)

⌘
(y) ds

�
�
�
�
�

2

dy dt

1

A

1
2

.

 Z �0

�0
2

Z

B(x,2 j+2+
k
2
p
�0)

| f (t, y)|2 dy dt

!1
2



✓Z 1

0

Z

B(x,2 j+3+
k
2
p
t)

| f (t, y)|2 dy dt
◆ 1
2
.

Let us now consider ` � 2. We have that

0

@
Z �0

�0
2

Z

B(x,2 j+1+
k
2
p
�0)

�
�
�
�
�

Z t

t
2

e�(t�s)Ldiv
⇣
11
S`(x,2

j+1+ k
2
p
�0)
f (s, ·)

⌘
(y) ds

�
�
�
�
�

2

dy dt

1

A

1
2

.

0

@
Z �0

�0
2

 Z t

t
2

1
p
�0

1
p
t � s

2`ne�c
4`+ j 2k �0

t�s

✓Z

B(x,2 j+`+2+
k
2
p
�0)

| f (s, y)|2 dy
◆1
2
ds

!2

dt

1

A

1
2

. 2
`n
2 e�

c
2 4
`+ j2k

 Z �0

�0
4

Z

B(x,2 j+`+2+
k
2
p
�0)

| f (s, y)|2 dy ds

! 1
2

.

For p = 1, summing in j, k, `, and using the change of angle lemma [6] in T p,2,
we have that

kRL f kX p .
X

j,k,`
2

( j+`)n
2 e�

c
2 4
`+ j2k

�
�
�
�
�
x 7!

✓Z 1

0

Z

B(x,2 j+2+`+
k
2
p
s)

| f (s, y)|2 dy ds
◆1
2
�
�
�
�
�
L p

.
X

j,k,`
2

( j+`)n
2 e�

c
2 4
`+ j2k2( j+`+ k

2 )⌧k f kT p,2 . k f kT p,2,

the number ⌧ depending on n and p. This suffices to sum. For p = 1, we argue
similarly. We note that the proof applies directly to any f 2 T1,2 and gives a
meaning toRL f .

The operatorsRL and M̃L are related in the following way.

Proposition 2.13. Let p 2 (pc,1) as in Proposition 2.8 and f 2 T p,2. Then
rRL f 2 T p,2 and rRL f = M̃L f in T p,2.

Proof. Given Propositions 2.8 and 2.12, we only have to show that, for f 2 D,
rRL f = M̃L f in D 0. Let g 2 D. As in the proof of Lemma 2.6, we have that
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(where h·, ·i is the L2 inner product)
Z

R

D
M̃L f (t, ·), g(t, ·)

E
dt

=
Z

R

Z

R
11(0,1)(t � s)

D
re�(t�s)Ldiv f (s, ·), g(t, ·)

E
ds dt

= �
Z

R

Z

R
11(0,1)(t � s)

D
e�(t�s)Ldiv f (s, ·), div g(t, ·)

E
ds dt

= �
Z

R

⌦
RL f (t, ·), div g(t, ·)

↵
dt =

Z

R

⌦
rRL f (t, ·), g(t, ·)

↵
dt.

3. L2-theory and energy solutions

3.1. The space Ẇ(0,1)

We start with a structural lemma about distributions u 2 Ẇ (0,1). Note that it is
not restricted to solutions of our problem.

Lemma 3.1. For all u 2 Ẇ (0,1) there exist a unique v 2 Ẇ (0,1)\C0(L2(Rn))
and c 2 C such that u = v + c. Moreover,

kvkL1(L2) 
q
2kukL2(Ḣ1)k@t ukL2(Ḣ�1) .

Proof. Setw = @t u+1u, and let g 2 L2(L2) be such thatw = div g. Given t � 0,
we denote by ⌧t g the time translation of g defined by ⌧t g(s, .) = g(s + t, .) for all
s > 0. We now set, for all t � 0,

v(t) = �
Z 1

t
e(s�t)1w(s) ds = �

Z 1

0
es1div(⌧t g)(s) ds,

where the integral is defined weakly as shown below. Indeed, for f 2 L2(Rn) and
t � 0, we have that

Z 1

0

�
�⌦⌧t g(s),res1 f

↵�� ds  k⌧t gkL2(L2)k(s, x) 7! res1 f (x)kL2(L2)


1

p
2

k⌧t gkL2(L2)k f kL2,

where the last inequality follows from a simple Fourier multiplier estimate. The
argument also gives

�
�v(t) � v

�
t 0
���

L2 
1

p
2

k⌧t g � ⌧t 0gkL2(L2) 8t, t 0 > 0,
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and therefore v 2 C ([0,1); L2) as well as

lim
t!1

kv(t)kL2 = 0

as k⌧t gkL2(L2) ���!
⌧!1

0 for all g 2 L2(L2). We now prove that u � v is equal to a
constant. By Remark 2.7 we have that

krvkL2(L2) =
�
�
�M̃⇤

�1g
�
�
�
L2(L2)

. kgkL2(L2),

hence k1vkL2(Ḣ�1)  krvkL2(L2) . kgkL2(L2).

Moreover, @tv 2 L2(Ḣ�1) and @tv +1v = w in L2(Ḣ�1). Indeed, for all � 2 D
we have that

h@tv,�i=�hv, @t�i=
Z 1

0

⌧Z 1

t
e(s�t)1w(s) ds, @t�(t)

�
dt

=
Z 1

0

⌧
w(s),

Z s

0
e(s�t)1@t�(t) dt

�
ds

=
Z 1

0

⌧
w(s),

Z s

0

h
@t

⇣
e(s�t)1�(t)

⌘
+ e(s�t)11�(t)

i
dt
�
ds

=hw,�i � hv,1�i.

Consider the distribution h := u � v 2 Ẇ (0,1); we have that @t h + 1h = 0
in L2(Ḣ�1). Since h 2 L2(Ḣ1), we have that h 2 L2(S 0). We can thus take
the partial Fourier transform Fx in the Rn variable, and obtain that the distribution
� = Fxh 2 L2(S 0) satisfies

@t� � |⇠ |2� = 0 in D 0

where m(t, ⇠)T denotes the multiplication of T 2 D 0 by the function m, here the
polynomial (t, ⇠) 7! |⇠ |2. Solving the first order differential equation away from
⇠ = 0, there exists ↵ 2 D 0(Rn \ {0}) such that

� = et |⇠ |
2
↵ in D 0((0,1) ⇥ (Rn \ {0})).

Since ⇠� 2 L2(L2) we have that ⇠↵et |⇠ |2 2 L2(L2(Rn \ {0})). But for any compact
set K ⇢ Rn \ {0}, Fubini’s theorem tells us that

Z 1

0

Z

K

�
�
�⇠↵(⇠)et |⇠ |

2
�
�
�
2
d⇠ dt = 1

unless ↵ = 0 almost everywhere on K . Thus ↵ = 0 in D 0(Rn \ {0}). This implies
that � is supported in (0,1) ⇥ {0}, and hence there exists c̃ 2 D 0(0,1) such that



406 PASCAL AUSCHER, SYLVIE MONNIAUX AND PIERRE PORTAL

� = c̃⌦ �0. But @t� 2 L2(Ḣ�1) so c̃ is constant. Taking the inverse partial Fourier
transform, we have shown that there exists a constant c 2 C such that u = v + c.

To prove uniqueness, let v1, v2 2 W (0,1) be such that there exists c1, c2 2 C
with u = v1+ c1 = v2+ c2 and define w = v1� v2. We have that w 2 C0(L2) and
w = c2 � c1. Therefore, w = 0, hence c1 = c2 and the decomposition is unique.

We now prove the norm estimate. We have already shown that

sup
t�0

kv(t)kL2 
1

p
2

kwkL2(Ḣ�1) 
1

p
2

⇣
k@t ukL2(Ḣ�1) + k1ukL2(Ḣ�1)

⌘


1

p
2

⇣
k@t ukL2(Ḣ�1) + kukL2(Ḣ1)

⌘
.

We now apply the result to the scaled functions ua : (t, x) 7! a
n
2 u(t, ax), and

obtain that

sup
t�0

kv(t)kL2 
1

p
2

✓
1
a

k@t ukL2(Ḣ�1) + akukL2(Ḣ1)

◆
,

for all a > 0. Optimising in a gives that

sup
t�0

kv(t)kL2 
q
2 k@t ukL2(Ḣ�1)kukL2(Ḣ1).

Remark 3.2. For each u 2 Ẇ (0,1), the above lemma gives the existence of the
limit limt!0 u(t, ·) in D 0(Rn), equal to v(0) + c. We call this limit the trace of u,
and denote it by Tr(u).
Remark 3.3. It is a well-known fact that for 0  a < b < 1, and u, v 2 Ẇ (a, b)\
C ([a, b]; L2), we have that t 7! hu(t), v(t)i 2 W 1,1(a, b) and

�
L2hu(·), v(·)iL2

�0
= Ḣ�1hu0(·), v(·)iḢ1 + Ḣ1hu(·), v

0(·)iḢ�1 2 L1(a, b).

See, e.g., [1, Section 14].
Remark 3.4. Lemma 3.1 is wrong if one replaces Ẇ (0,1) by Ẇ (a, b) for some
finite a < b. To see this, take f 2 Ḣ1(Rn) \ L2(Rn) and set u(t, x) = f (x) for all
(t, x) 2 (a, b) ⇥ Rn .

3.2. A priori energy estimates

As a corollary of Lemma 3.1, we obtain the following a priori energy estimate.

Corollary 3.5. Let u 2 D 0 be a global weak solution of (1.1) such that ru 2
L2(L2). Then there exists a constant c 2 C such that v := u � c 2 C0(L2) and is
norm decreasing, rv = ru 2 L2(L2), v is a weak solution of (1.1) and

kv(0)kL2 = kvkL1(L2) 
p
23 krvkL2(L2) 

r
3

�
kv(0)kL2,

where v(0) = v(0, .), and �,3 are the ellipticity constants from (1.2).
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Proof. Since @t u = div g in D0 for g = Aru 2 L2(L2), we have that

|h@t u,�i|  3krukL2(L2)kr�kL2(L2),

hence @t u 2 L2(Ḣ�1). Thus u 2 Ẇ (0,1) and Lemma 3.1 imply that there exists
a constant c 2 C such that v := u � c 2 Ẇ (0,1) \ C0(L2), and

kvkL1(L2) 
q
2 k@t ukL2(Ḣ�1)krukL2(L2)


q
2 kgkL2(L2)krukL2(L2) 

p
23 krukL2(L2) =

p
23 krvkL2(L2).

Moreover, as constants are trivial weak solutions of (1.1), so is v. Let b > a > 0.
For all U 2 L2(a, b; Ḣ1(Rn)), we have that

Z b

a
Ḣ�1h@sv(s, ·),U(s, ·)iḢ1 ds = �

Z b

a

Z

Rn
A(s, x)rv(s, x) · rU(s, x) dx ds.

For U = v, Remark 3.3 and ellipticity give that

kv(a, ·)k2L2 � kv(b, ·)k2L2 = �2<e
Z b

a
Ḣ�1h@sv(s, ·), v(s, ·)iḢ1 ds

= 2<e
Z b

a

Z

Rn
A(s, x)rv(s, x) · rv(s, x) dx ds

� 2� krvk2L2(a,b;L2).

This gives the norm decreasing property and letting a ! 0 and b ! 1, yields
2�krvk2L2(L2)  kv(0, ·)k2L2 . This completes the proof of Corollary 3.5.

These a priori estimates can be localised. This is well-known, but we include
an argument for the convenience of the reader, and to record some explicit constants
for later use.

Proposition 3.6. Let (a, b)⇢(0,1), x 2Rn , r>0. Let u2L2(a, b;H1(B(x, 2r)))
be a local weak solution of (1.1) on (a, b)⇥B(x,2r). Then u2C ([a,b];L2(B(x,r)))
and there exists  > 0 such that for all c 2 (a, b], we have

ku(b, ·)k2L2(B(x,r)) 

 
4232

�r2
+

1
b � a

!Z b

a
ku(s, ·)k2L2(B(x,2r)) dt,

Z b

c
kru(s, ·)k2L2(B(x,r)) ds

1
�(c � a)

 

1+(b�a)
4232

�r2

!Z b

a
ku(s, ·)k2L2(B(x,2r)) ds.
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Proof. Let ⌘ 2 C 1
c (Rn) be a real-valued function supported in B(x, 2r), such that

⌘(y) = 1 for all y 2 B(x, r), k⌘k1  1, and kr⌘k1  
r . We have that

kr(⌘u)kL2((a,b)⇥Rn) 
2
r

kukL2((a,b)⇥B(x,2r)) + krukL2((a,b)⇥B(x,2r)) < 1.

Therefore, ⌘u 2 L2((a, b), H10 (B(x, 2r))). Note that this space is the closure
of C 1

c ((a, b) ⇥ B(x, 2r)) in L2((a, b), H1(B(x, 2r))). Let � 2 C 1
c ((a, b) ⇥

B(x, 2r)). Since u is a local weak solution, we have
�
�
�
�

ZZ

(a,b)⇥B(x,2r)
u(t, y)@t�(t, y) dy dt

�
�
�
�

 3krukL2((a,b)⇥B(x,2r))kr�kL2((a,b)⇥B(x,2r)).

Using the known duality between H10 (�) and H�1(�) for any open subset� ofRn ,
this shows that @t u 2 L2((a, b), H�1(B(x, 2r))) and the same holds for @t (⌘u).
Moreover, the integral on the left is �L2(a,b;H�1(B(x,2r)))h@t u,�iL2(a,b;H10 (B(x,2r))).
By Lions’ result [30, Proposition 3.1], ⌘u 2 C ([a, b]; L2(B(x, 2r))) (see also [16,
Theorem 1, Chapter XVIII]). Calculating for all a0 2 (a, b):

k⌘u(b,·)k2L2�k⌘u(a0,·)k2L2 =2<e
Z b

a0
H�1(B(x,2r))h@t (⌘u)(t,·), ⌘u(t,·)iH10 (B(x,2r))dt

= 2<e
Z b

a0
H�1(B(x,2r))h@t u(t, ·), ⌘

2u(t, ·)iH10 (B(x,2r)) dt

= �2<e
Z b

a0

Z

B(x,2r)
⌘(y)A(t, y)ru(t, y) · ⌘(y)ru(t, y) dy dt

+ 4<e
Z b

a0

Z

B(x,2r)
⌘(y)A(t, y)ru(t, y) · u(t, y)r⌘(y) dy dt.

Therefore,

k⌘u(b, ·)k2L2 + 2�
Z b

a0
k⌘ru(s, ·)k2L2 ds

 k⌘u(a0, ·)k2L2 + �

Z b

a0

 

k⌘ru(s, ·)k22 +
4232

�r2
ku(s, ·)k2L2(B(x,2r))

!

ds,

and thus

k⌘u(b, ·)k22 + �

Z b

a0
k⌘ru(s, ·)k22 ds  k⌘u(a0, ·)k22

+
Z b

a0

4232

�r2
ku(s, ·)k2L2(B(x,2r)) ds.

(3.1)
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Integrating in a0 between a and b gives the inequalities:

ku(b, ·)k2L2(B(x,r)) 

 
1

b � a
+
4232

�r2

!Z b

a
ku(s, ·)k2L2(B(x,2r)) ds,

�(c � a)
Z b

c
kru(s, ·)k2L2(B(x,r)) ds  �

Z b

a
(s � a)kru(s, ·)k2L2(B(x,r)) ds



 

1+ (b � a)
4232

�r2

!Z b

a
ku(s, ·)k2L2(B(x,2r)) ds.

Remark 3.7. The above proof shows that whenever u is a weak solution on (a, b)⇥
� with u 2 L2(a, b; H1(�)) then @t u 2 L2(a, b; H�1(�)). One can thus take
any ' 2 L2(a, b; H10 (�)) as a test function in (1.1) and the integral

RR
u@t' can

be reinterpreted as �
R
h@t u(t, ·),'(t, ·)i dt , where the brackets correspond to the

H�1(�), H10 (�) duality. Also u 2 C ([a, b]; L2(�0)) for any �0 with �0 ⇢ �.
Similar estimates hold for the backward equation up to a time T > 0:

@s�(s, x) = �div A(s, ·)⇤r�(s, x), 0  s  T, x 2 Rn. (3.2)

Again a weak solution to this equation on (a, b) ⇥� is a function

� 2 L2loc(a, b; H
1
loc(�))

such that for all  2 C 1
c ((a, b) ⇥�),

�
Z b

a

Z

�
�(s, x)@s (s, x) dx ds =

Z b

a

Z

�
A(s, x)⇤r�(s, x) · r (s, x) dx ds. (3.3)

Lemma 3.8. Let � be a weak solution of (3.2) on (0, T ) ⇥ �. Then u : (t, x) 7!
�(T � t, x) is a local weak solution on (0, T ) ⇥ � of (1.1) in which the matrices
A(t, x) are replaced by A(T � t, x)⇤, t 2 [0, T ], x 2 �.

Proof. Let  2 C 1
c ((0, T )⇥�). Then  ̃ : (t, x) 7!  (T � t, x) 2 C 1

c ((0, T )⇥
�) and @t  ̃(t, x) = �(@t )(T � t, x) for all t 2 [0, T ] and all x 2 �. Therefore,
we have
Z T

0

Z

�
u(t, x)@t (t, x) dx dt =

Z T

0

Z

�
�(T � t, x)@t (t, x) dx dt

= �
Z T

0

Z

�
�(s, x)@s ̃(s, x) dx ds

=
Z T

0

Z

�
A(s, x)⇤r�(s, x) · r ̃(s, x) dx ds

=
Z T

0

Z

�
A(T � t, x)⇤ru(t, x) · r (t, x) dx dt
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where we have made the change of variable s := T � t twice and we have used
(3.3).

Proposition 3.9. Let � 2 L2(a, b; H1(B(x, 2r))) be a weak solution of (3.2) on
(a, b) ⇥ B(x, 2r). Then � 2 C ([a, b]; L2(B(x, r))) and there exists  > 0 such
that for all d 2 [a, b), we have

k�(a, .)k2L2(B(x,r)) 

 
42

�r2
+

1
b � a

!Z b

a
k�(s, ·)k2L2(B(x,2r)), ds,

Z d

a
kr�(s,·)k2L2(B(x,r)) ds

1
�(b � d)

 

1+(b�a)
4232

�r2

!Z b

a
k�(s,·)k2L2(B(x,2r))ds.

Proof. Thanks to Lemma 3.8, we may apply the result of Proposition 3.6 to
u(t, x) := �(a + b� t, x) for t 2 (a, b), x 2 Rn and c := a + b� d 2 (a, b].

3.3. Well-posedness of energy solutions

Definition 3.10. Let u0 2 L2(Rn). The problem

@t u = div Aru, u 2 Ẇ (0,1), Tr(u) = u0

is said to be well-posed if there exists a unique u 2 Ẇ (0,1) global weak solution
of (1.1) such that Tr(u) = u0.

Theorem 3.11. For all u0 2 L2(Rn), the problem

@t u = div Aru, u 2 Ẇ (0,1), Tr(u) = u0

is well-posed. Moreover, u 2 C0([0,1); L2), ku(t, ·)kL2 is non increasing and

ku0kL2 = kukL1(L2) 
p
23krukL2(L2) 

r
3

�
ku0kL2 .

With some care because we are dealing with an unbounded time interval, it is pos-
sible to adapt the proof of Lions [30, Theorem 5.1] for the existence in order to
construct a solution in W (0,1). Nevertheless, we give a constructive approach
to the L2-existence theory, that plays a key role in the L p theory developed in later
sections. The approach relies on approximations of A and on taking weak⇤ limits of
the corresponding sequences of approximate solutions. We thus need the following
lemma.

Lemma 3.12. Let Ak 2 L1
�
(0,1); L1(Rn;Mn(C))

�
for k 2 N be such that

(1.2) holds uniformly in k and

Ak(t, x) ���!
k!1

A(t, x) for almost every (t, x) 2 (0,1) ⇥ Rn.
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Let uk be a global weak solution of @t u = div Akru for all k 2 N, and assume that

sup
k2N

�
kukkL1(L2) + krukkL2

�
< 1.

Then there exists a subsequence (uk j ) j2N such that (uk j ) j2N weak⇤ converges to u
in L1(L2) and (ruk j ) j2N weak⇤ converges in L2(L2). The limit u 2 L1(L2) is
then a global weak solution of (1.1) such that ru 2 L2(L2).

Proof. Let k 2 N. Note first that uk 2 Ẇ (0,1) since it is a weak solution of @t u =
div Akru such that ruk 2 L2(L2). Since uk 2 L1(L2), Lemma 3.1 gives us that
uk 2 C0(L2). Therefore (uk(0, ·))k2N is uniformly bounded in L2(Rn). Moreover
(ruk)k2N is uniformly bounded in L2(L2). We can thus extract a subsequence
(uk j ) j2N using Banach-Alaoglu’s theorem for which there exists u 2 L1(L2) and
u0 2 L2(Rn) with

uk j ���!
j!1

u weak⇤ in L1(L2),

ruk j ���!
j!1

ru weak⇤ in L2(L2),

uk j (0, ·) ���!
j!1

u0 weak⇤ in L2.

For all � 2 D (Rn) and all t � 0, Remark 3.3 and the fact that uk 2 C0(L2) for all
k 2 N give that

Z

Rn
uk j (t, y)�(y) dy =

Z

Rn
uk j (0, y)�(y) dy

�
Z t

0

Z

Rn
Ak j (s, y)ruk j (s, y) · r�(y) dy ds.

Since the right hand side converges to
R

Rn u0(y)�(y) dy�
R t
0
R
Rn A(s, y)ru(s, y) ·

r�(y) dy ds, the left hand side converges and its limit is equal to
R

Rn u(t, y)�(y) dy
for almost every t > 0. Modifying u for almost no t > 0, we can assume
that the equality holds everywhere. Differentiating in t proves that @t u(t, ·) =
div A(t, ·)ru(t, ·) in Ḣ�1 for almost every t > 0. Therefore @t u = div Aru in
L2(Ḣ�1) and thus u is a weak solution of (1.1).

Remark 3.13. It is even possible to show strong convergence if uk(0, ·) are inde-
pendent of k.

Proof of Theorem 3.11. We start with the proof of existence of a solution u 2
W (0,1) satisfying (1.1) and u(0, ·) = u0.

Step 0. We first consider A independent of t . We let L = �div Ar and u(t) =
e�t Lu0. From semigroup theory, we know that

u 2 C0([0,1); L2(Rn)) \ C 1(0,1; D(L))
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is a (strong) solution of @t u + Lu = 0. Moreover, ru 2 L2(L2) and

2�kruk2L2(L2) 2<e
Z 1

0
L2hAru(t),ru(t)iL2 dt=�

Z 1

0

⇣�
�u(t)

�
�2
L2

⌘0
dt=ku0k2L2 .

Finally, one easily checks that u is a global weak solution as well.

Step 1. We next consider A of the form

A(t, x) =
NX

k=0
11[tk ,tk+1)(t)Ak(x) + 11[tN+1,+1)(t)AN+1(x)

for some N 2 N, (tk)0kN+1 an increasing sequence in [0,1) with t0 = 0 and
(Ak)0kN+1 satisfying (1.2) uniformly. It is convenient to set tN+2 = 1. For
j = 0, ..., N + 1, let L j = �div A jr and define

0A(t, s) := e�(t�t j )L j e�(t j�t j�1)L j�1 . . . e�(ti+1�s)Li

for t 2 [t j , t j+1) and s 2 [ti , ti+1). We define u : t 7! 0A(t, 0)u0, t � 0. That
u 2 C0([0,1); L2(Rn)) is easily established using the properties of the semigroups�
e�t L j

�
t�0. We proceed inductively on k to check the desired properties on u. Since

�L0 generates an analytic semigroup of contractions
�
�(t, x) 7! 11(0,t1)0A(t, 0)u0(x)

�
�
L1(L2)  ku0kL2 .

Therefore
�
�(t, x) 7! 11(0,t1)(t)ru(t, x)

�
�
L2(L2) 

�
�
�(t, x) 7! 11(0,t1)(t)re

�t L0u0(x)
�
�
�
L2(L2)

. ku0kL2 .

Moreover @t u(t, ·) 2 L2(Rn) for all t 2 (0, t1) and @t (u(t, ·)) = L0u(t, ·) =
L(t)u(t, ·) in L2(Rn) for all t 2 (0, t1). Now let k  N + 1 and assume that the
following holds:

�
�(t, x) 7! 11(0,tk)(t)0A(t, 0)u0(x)

�
�
L1(L2)  ku0kL2,

�
�(t, x) 7! 11(0,tk)(t)r0A(t, 0)u0(x)

�
�
L2(L2) . ku0kL2,

and @t u(t, ·) = L(t)u(t, ·) in L2(Rn) for all t 2 (0, tk) \ {t0, . . . , tk�1} .

Here, the implicit constants may depend on N but we are inducting on a finite
number of steps and we will get the dependence only on the ellipticity constants in
(1.2) eventually. We want to extend all this to tk+1. For t 2 [tk, tk+1) we have that

u(t, ·) = 0A(t, s)u(s, ·) = e�(t�tk)Lk e�(tk�s)Lk�1u(s, ·)
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for all s 2 (tk�1, tk). Therefore
�
�(t, x) 7!11(0,tk+1)(t)u(t, x)

�
�
L1(L2) 

�
�(t, x) 7!11(0,tk)(t)u(t, x)

�
�
L1(L2) ku0kL2 .

Using u(t, ·) = e�(t�tk)Lk u(tk, ·), we have
�
�(t, x) 7! 11(tk ,tk+1)(t)ru(t, x)

�
�
L2(L2) . ku(tk, ·)kL2  ku0kL2 .

We also have that @t u(t, ·) = �Lku(t, ·) = �L(t)u(t, ·) in L2(Rn) for all t 2
(tk, tk+1). This concludes the induction, which proves that u 2 L1(L2) \ L2(Ḣ1),
and that u satisfies

@t u(t, ·) = �L(t)u(t, ·) 8t 2 (0,1) \ {tk ; k 2 N} .

We now show that u is a global weak solution of (1.1). Let � 2 D, and pick M >
tN+1 such that supp� ⇢ (0,M)⇥ Rn . For j = 0, . . . , N + 1, t 7! hu(t, ·),�(t, ·)i
(where h·, ·i denotes the L2 duality) is C1 on (t j , t j+1) and continuous on [t j , t j+1],
hence

Z t j+1

t j
hu(t, ·), @t�(t, ·)i dt = hu(t j+1, ·),�(t j+1, ·)i � hu(t j , ·),�(t j , ·)i

+
Z t j+1

t j
hL ju(t, .),�(t, .)i dt.

Summing in j and using hL ju(t, ·),�(t)i = �hA jru(t, ·),r�(t)i for all t 2
(t j , t j+1), and the fact that supp� ⇢ (0,M) ⇥ Rn , we have that

Z 1

0

Z

Rn
u(t, y) @t�(t, y) dy dt =

Z 1

0

Z

Rn
A(t, y)ru(t, y) · r�(t, y) dy dt,

i.e., u is a weak solution of (1.1).
Therefore, by Corollary 3.5, krukL2(L2) ⇠ ku0kL2 with constants depending

only on � and 3 from (1.2).

Step 2. We now consider A of the form

A : (t, x) 7!
1X

k=0
11[tk ,tk+1)(t)Ak(x)

for some increasing sequence (tk)k2N with t0 = 0 and limk!1 tk = +1 and
(Ak)t2N satisfying (1.2) uniformly. Define

AN : (t, x) 7!
NX

k=0
11[tk ,tk+1)(t)Ak(x) + 11[tN+1,+1)(t)AN+1(x)
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for all N 2 N. Then AN (t, x) ����!
N!1

A(t, x) for almost every (t, x) 2 (0,1) ⇥

Rn . Let (uN )N2N be the corresponding sequence of weak solutions to @t u =
divANru obtained in the previous step. By Lemma 3.12, there exists a subse-
quence (uN j ) j2N converging to u 2 L1(L2) in the weak⇤ topology, with u a weak
solution of @t u = divAru and kukL1(L2) + krukL2(L2) . ku0kL2 with constants
depending only on the ellipticity constants.

Step 3. We now turn to the case where A 2 C
�
[0,1); L1(Rn;Mn(C))

�
. Ap-

proximating A almost everywhere by matrices of the form

(t, x) 7!
1X

k=0
11[tk ,tk+1)(t)Ak(x),

with Ak = A(tk, ·), which satisfy (1.2) uniformly in k, we obtain from Step 2 a
family of weak solutions (u j ) j2N, uniformly bounded in L1(L2) and such that
sup j2N kru jkL2(L2) < 1. Using Lemma 3.12 again we obtain a weak solution u
of (1.1) such that kukL1(L2) + krukL2(L2) . ku0kL2 .

Step 4. Finally, for a general A 2 L1
�
(0,1); L1(Rn;Mn(C))

�
we can use the

approximations
 

Ã j : (t, x) 7! j
Z t+ 1

j

t
A(s, x) ds

!

2 C
�
[0,1); L1(Rn;Mn(C))

�
,

for j � 1 and use Step 3 together with Lemma 3.12 one more time.

Step 5. Let us now prove uniqueness of solutions. Let u, v 2 Ẇ (0,1) be solutions
of (1.1) with Tr(u) = Tr(v) = u0. The function w := u � v 2 Ẇ (0,1) is a global
weak solution of (1.1) such that Tr(w) = 0. By Corollary 3.5, we have that there
exists c 2 C, and w̃ 2 C0(L2) such that w = w̃ + c. Since Tr(w) = 0, we have
that c = 0 and lim

t!0
w̃(t, ·) = 0 in L2(Rn). Corollary 3.5 thus yields kwkL1(L2) =

kw̃kL1(L2) = 0.

3.4. Propagators

Lemma 3.14. There exists a family of contractions {0(t, s) ; 0  s  t < 1} ⇢
L (L2) such that

(1) 0(t, t) = I 8t � 0;
(2) 0(t, s)0(s, r) = 0(t, r) 8t � s � r � 0;
(3) For all h 2 L2(Rn), and s � 0, t 7! 0(t, s)h 2 C0([s,1); L2(Rn));
(4) For all u0 2 L2(Rn), (t, x) 7! 0(t, 0)u0(x) is a global weak solution of (1.1).
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Proof. Let u0 2 L2(Rn). Let u be the solution of the Cauchy problem in The-
orem 3.11. We have u 2 C0(L2) \ L2(Ḣ1), with ku(t, ·)kL2  ku0kL2 and we
define 0(t, 0) as the contraction on L2 that maps u0 to u(t, ·). Similarly, we can
start from any time s � 0 and from any data h 2 L2, and obtain a unique solution
v 2 Ẇ (s,1) with u(s, ·) = h. We define 0(t, s) as the operator mapping h to
u(t, ·) when t � s. Then (1), (3) and (4) follow by construction, while (2) follows
from uniqueness.

Definition 3.15. We call {0(t, s) ; 0  s  t < 1} the family of propagators
for (1.1).
The restriction s � 0 only comes from the fact that we work on (0,1) ⇥ Rn .
This means that, provided that A is defined on Rn+1 and satisfies (1.2), one can
define 0(t, s) for �1 < s  t < 1 and we have the same properties on the full
range of s and t . One works on (s,1) for arbitrary s and by uniqueness, any two
families are consistent on the common time intervals. There is a similar family for
the backward equation (3.2).

Lemma 3.16. Let T > 0. There exists a family of contractions {0̃(t, T ) ; t 2
(�1, T ]} ⇢ L (L2) such that

(1) 0̃(T, T ) = I ;
(2) For all h 2 L2(Rn), t 7! 0̃(t, T )h 2 C0((�1, T ]; L2);
(3) For all h 2 L2(Rn), (t, x) 7! 0̃(t, T )h(x) is a global weak solution of (3.2)

on (�1, T ).

Proof. Define

Ã(s, x) =

(
A⇤(T � s, x) if (s, x) 2 (�1, T ] ⇥ Rn,

A⇤(0, x) if (s, x) 2 (T,1) ⇥ Rn.

Applying Theorem 3.11 on (0,1) with A replaced by Ã we get the conclusion of
Lemma 3.14. Denoting the corresponding family of propagators by {0

e
(t, s) ; 0 

s  t < 1} ⇢ L (L2), we define

0̃(t, T ) := 0
e
(T � t, 0) 8t 2 (�1, T ].

It is immediate that 0̃ satisfies points 1 and 2. By Lemma 3.8, we have that (t, x) 7!
0̃(t, T )h(x) is a weak solution of (3.2) on (�1, T )⇥Rn , which proves point 3.

Proposition 3.17. Let T > 0. The families of propagators for (1.1) and (3.2) (up
to time T ) are related by

0̃(t, T ) = 0(T, t)⇤ 8t 2 [0, T ].
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In particular, for all h 2 L2(Rn), t 7! 0(T, t)⇤h is strongly continuous from [0, T ]
into L2(Rn) and t 7! 0(T, t)h is weakly continuous from [0, T ] into L2(Rn).

Proof. Let g, h 2 L2(Rn), and 0  t  s  T . Let u(s, x) = 0̃(s, T )h(x) =
0
e
(T � s, 0)h(x), and v(s, x) = 0(s, t)g(x) for all (s, x) 2 [t, T ] ⇥ Rn . Since

u, v 2 Ẇ (t, T ), we have, for almost every s 2 [t, T ],

h@su(s, ·), v(s, ·)i � hA⇤(s, ·)ru(s, ·),rv(s, ·)i = 0,
hu(s, ·), @sv(s, ·)i + hru(s, ·), A(s, ·)rv(s, ·)i = 0.

We therefore have (see Remark 3.3):

0 =
Z T

t
@shu(s, .), v(s, .)i ds = hu(T, .), v(T, .)i � hu(t, .), v(t, .)i

= hh,0(T, t)gi � h0̃(t, T )h, gi.

Remark 3.18. The restriction T > 0 is irrelevant in the previous results and is only
made because we study (1.1) on (0,1). The adjoint formula is independent of the
choice of the extension of A⇤(T � t, x) for t > T to construct 0̃ in Lemma 3.16.
It follows from this adjoint formula that any result we obtain for (1.1) involving
the propagators 0(t, s) has its counterpart for the adjoint backward equation (3.2)
globally on (�1, T ) or locally on (S, T ), with the propagators 0(t, s)⇤, provided
the hypotheses made on the coefficients are stable under taking adjoints.

A key property of 0 is that it satisfies the following L2 � L2 off-diagonal bounds.

Proposition 3.19. For all Borel sets E, F ⇢ Rn , all f 2 L2(Rn) and all 0  s <
t < 1,

k11E0(t, s)(11F f )kL2  e�↵
d(E,F)2
t�s k11F f kL2 ,

with ↵ = �
432 , where 3, � are the ellipticity constants from (1.2) and d(E, F)

denotes the Hausdorff distance between E and F with Euclidean norm.

Proof. This result is already in [2]. The simple proof with this constant is taken
from [21]. There, A was assumed to be smooth but this is not necessary. It also
adapts to systems with Gårding inequality instead of pointwise lower bounds. We
reproduce the argument for the convenience of the reader. It is enough to as-
sume s = 0 as one can translate the origin of time to s. Let  be a non nega-
tive, Lipschitz and bounded function on Rn with |r |  � . For f 2 L2(Rn),
set 0 (t, 0) f = e 0(t, 0)(e� f ) 2 L2(Rn) as  is bounded. Observe that
u(t) = e� 0 (t, 0) f = 0(t, 0)(e� f ) is a global energy solution of (1.1). Using
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Remark 3.3, we have the chain of equalities and inequalities for almost every t > 0:

d
dt

k0 (t, 0) f k2L2 =
d
dt

ke u(t)k2L2

= 2<e Ḣ�1h@t (e u(t)), e u(t)iḢ1
= 2<e Ḣ�1h@t u(t), e2 u(t)iḢ1
= �2<e L2hA(t)ru(t),r(e2 u(t))iL2
= �2<e L2hA(t)e ru(t), e ru(t)iL2

� 4<e L2hA(t)e ru(t), e u(t)r iL2

 �2�ke ru(t)k2L2 + 43� ke ru(t)kL2ke
 u(t)kL2


232

�
� 2ke u(t)k2L2 .

As 0 (t, 0) f ! f in L2(Rn) as t ! 0, we get

k0 (t, 0) f kL2  e�
2tk f kL2,  =

32

�
.

Assume now that supp f ⇢ F and let  (x) = inf(� d(x, F), N ) for a large N >
� d(E, F). We obtain

k0(t, 0) f kL2(E)  e�� d(E,F) k0 (t, 0) f kL2  e�
2t�� d(E,F)k f kL2 .

Optimizing with � = d(E,F)
2t completes the proof.

3.5. Connection with earlier constructions

Suppose we have constructed 0(t, s) for all �1 < s  t < 1 as explained above
after Definition 3.15.

Proposition 3.20. Fix T > 0, let u0 2 L2(Rn) and u(t, ·) = 0(t, 0)u0 for t � 0.
Then u agrees with Aronson’s energy solution on (0, T )⇥Rn and with Lions’ energy
solution on (0, T ) ⇥ Rn of (1.1). In particular, for 0  s  t  T , 0(t, s) agrees
with both Aronson’s and Lions’ propagators.

Proof. We begin with Lions’s construction [30, Theorem 5.1] (see also [16, Chapter
XVIII, Section 3]). He proves well-posedness of (1.1) in the class W (0, T ) with
data u0. By our construction, we have that u 2 W (0,1), hence its restriction to
(0, T ) belongs to W (0, T ). Thus, u agrees with Lions’s energy solution on (0, T ).

We turn to Aronson’s construction [2]. This particular part of his article does
not use the specificity of real coefficients. He proves well-posedness in the class
AT = L1(0, T ; L2(Rn)) \ L2(0, T ; H1(Rn)) with data u0. By our construction,
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we have that u 2 W (0,1), hence its restriction to (0, T ) belongs to AT . Thus, u
agrees with Aronson’s energy solution on (0, T ).

The consequence for the propagator 0(t, 0) is immediate. A translation of the
origin of time to s proves the result for 0(t, s).

It follows from this lemma that our propagators are universal for any local
in time problem. This is particularly noticeable for Aronson’s work with real co-
efficients as he constructs the kernel of 0(t, s) by using approximations by the
propagators obtained by the standard parametrix constructions for equations with
smooth coefficients on bounded cylinders. Our approach is totally opposite as we
construct the “largest” possible object and restrict it. It will be useful to have shown
uniqueness in the largest possible energy class Ẇ (0,1) later on.

4. A priori estimates

We first prove a priori estimates for arbitrary weak solutions. We then turn to solu-
tions of the form (t, x) 7! 0(t, 0) f (x) for f in an L p space.

4.1. Reverse Hölder estimates and consequences

We consider the parabolic quasi-distance on (0,1) ⇥ Rn defined by

d((t, x), (s, y)) = max
np

|t � s|, |x � y|
o

, (t, x), (s, y) 2 (0,1) ⇥ Rn

and denote by B((t, x), R) = [t � R2, t + R2] ⇥ B(x, R) the corresponding ball
of radius R. Remark that (0,1) ⇥ Rn with this parabolic quasi-distance and the
Lebesgue measure is a doubling quasi-metric measure space. The following lemma
is a particular case of well-known L p(Lq) estimates for weak solutions. See [2].

Lemma 4.1. Let q := 2 + 4
n . There is a constant C > 0 depending on dimension

and the ellipticity constants in (1.2), such that for all u global weak solution of
(1.1), for all (t, x) 2 (0,1) ⇥ Rn , and all r 2 (0,

p
t
4 ), we have

✓Z

B((t,x),r)
|u(s, y)|q dy ds

◆ 1
q

 C
✓Z

B((t,x),4r)
|u(s, y)|2 dy ds

◆ 1
2
. (4.1)

Proof. Let (t, x) 2 (0,1) ⇥ Rn , and r 2 (0,
p
t
4 ). Pick ' 2 C 1

c (Rn) supported
in B(x, 2r) such that 0  '  1, ' = 1 on B(x, r) and kr'k1 . 1

r . Let
� 2 [t � r2, t + r2]. By Gagliardo-Nirenberg’s inequality (see [33, (2.2)]), we have
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that
Z

B(x,r)
|u(�, y)|q dy 

Z
|u(�, y)'(y)|q dy . kr (u(�, ·)')k22 ku(�, ·)'k

4
n
2

= kr (u(�, ·)')k22

✓Z

B(x,2r)
|u(�, y)|2 dy

◆ 2
n

. kr (u(�, ·)')k22

 
1
r2

Z t+r2

t�r2

Z

B(x,4r)
|u(s, y)|2 dy ds

! 2
n

,

where we have used Proposition 3.6 in the last step. Now let

A :=
Z

B((t,x),4r)
|u(s, y)|2 dy ds.

We thus have that
Z

B((t,x),r)
|u(�, y)|q dy d�

.
✓
A
r2

◆ 2
n
"Z t+r2

t�r2

Z

B(x,2r)
|ru(�, y)|2 dy d� +

Z t+r2

t�r2

Z

B(x,2r)
|u(�, y)|2

1
r2
dy d�

#

.
✓
A
r2

◆ 2
n
"
1
r2

Z t+16r2

t�16r2

Z

B(x,4r)
|u(�, y)|2 dy d�

#

=

✓
A
r2

◆ q
2
,

where we have used Proposition 3.6 again and q = 2+ 4
n . This proves (4.1).

Observe that the proof applies to any ball B((t, x), r) provided t � 16r2 > 0.
Hence we may apply Gerhing’s lemma in the context of a space of homogeneous
type. See for example a proof in [14]. As the constant C is independent of u and the
radius of the ball, we obtain an improvement of q to some q̃ > q that depends only
on dimension and the ellipticity constants. Also, the exponent 2 can be lowered.
See [25, Theorem 2] for the original euclidean proof, and [13, Theorem B1] for a
proof valid in spaces of homogeneous type.

Corollary 4.2. There exist C > 0 and q̃ > 2+ 4
n , depending on dimension and the

ellipticity constants in (1.2), such that for all u global weak solution of (1.1), for
all (t, x) 2 (0,1) ⇥ Rn , and all r 2 (0,

p
t
4 ), we have, for all p 2 [1, 2],

✓Z

B((t,x),r)
|u(s, y)|2 dy ds

◆ 1
2

.
✓Z

B((t,x),r)
|u(s, y)|q̃ dy ds

◆ 1
q̃

.
✓Z

B((t,x),4r)
|u(s, y)|p dy ds

◆ 1
p
.

(4.2)
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These reverse Hölder inequalities are useful, among other things, to control the
potential growth of L2loc norms for solutions in L

1(L p).

Proposition 4.3. Let p 2 [1,1]. Let u be a global weak solution of (1.1). Assume
that u 2 L1(L p). Then for all b > a > 0, and all w 2 L p0

(Rn),

Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(t, y)|2 dy dt
◆ 1
2

w(x) dx < 1.

Proof. We first remark that the case p = 1 is trivial, and assume from now on that
p < 1. By Hölder inequality, since w 2 L p0

(Rn), we have

I :=
Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(t, y)|2 dy dt
◆ 1
2

w(x) dx

.

0

@
Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(t, y)|2 dy dt
◆ p
2

dx

1

A

1
p

.

If p  2, then by Corollary 4.2, and a covering argument, we have the following
for all a0 2 (0, a) and b0 2 (b,1):

I .

 Z b0

a0
ku(t, ·)kpp dt

! 1
p

. kukL1(L p).

If p > 2, then by Hölder inequality

✓Z b

a

Z

B(x,
p
b)

|u(t, y)|2 dy dt
◆ 1
2

.
✓Z b

a

Z

B(x,
p
b)

|u(t, y)|p dy dt
◆ 1

p

.

We conclude as in the case where p  2 to obtain I . kukL1(L p).

Proposition 4.4. Let p 2 [1,1] and u be a global weak solution of (1.1) such that
Ñ (u) 2 L p(Rn). Then for all b > a > 0, and all w 2 L p0

(Rn),

Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(t, y)|2 dy dt
◆ 1
2

w(x) dx < 1.

Proof. Given b > a > 0, there exists M 2 N such that b  2M+1a < 2b, and
there exists N 2 N and {zk ; k = 1, . . . , N } ⇢ B(0,

p
b) such that B(0,

p
b) ⇢
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SN
k=1 B(zk,

p
a). Therefore, for all x 2 Rn ,

✓Z b

a

Z

B(x,
p
b)

|u(t, y)|2 dy dt
◆ 1
2


MX

j=0

NX

k=1

 Z 2 j+1a

2 j a

Z

B(x+zk ,
p
a)

|u(t, y)|2 dy dt

! 1
2

.
NX

k=1
Ñ (u)(x + zk).

Since w 2 L p0
(Rn), this gives

Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(t, y)|2 dy dt
◆ 1
2

w(x) dx .

�
�
�
�
�

NX

k=1
Ñ (u)(· + zk)

�
�
�
�
�
p

kwkp0

. kÑ (u)kp,

using the invariance by translation of the L p norm.

Remark 4.5. For p 2 [1,1], note that, if u is a global weak solution of (1.1) such
that ess supt>0 ku(t, .)kL p = M , then supt>0 ku(t, .)kL p = M . This follows from
the continuity of t 7! u(t, ·) in L2loc(Rn) and easy density arguments.

4.2. Estimates for the propagators

Lemma 4.6. Let p 2 (2,1].

(1) For all g 2 L2(Rn) supported in a ball B(0,M), and all t 2 [0,1),

k0(t, 0)⇤gkL p0 .M,t kgkL2 .

Consequently, for all h 2 L p(Rn), 0(t, 0)h can be defined in L2loc(Rn);
(2) For all h 2 L p(Rn), k(t, x) 7! (0(t, 0)h)(x)kX p ⇠ khkL p .

Proof. (1) Let t � 0 and g 2 L2(Rn) supported in a ball B(0,M). Using Proposi-
tion 3.19, for some c > 0, we have

k0(t, 0)⇤gkL p0 
1X

j=1
k11S j (0,M)0(t, 0)⇤gkL p0

.M

1X

j=1
2 jn(

1
p� 1

2 )k11S j (0,M)0(t, 0)⇤gkL2

.M kgkL2 +
1X

j=2
2 jn(

1
p� 1

2 )e�c
4 j
t kgkL2 .M,t kgkL2 .
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(2) Let � > 0, x 2 Rn . Let h 2 L p(Rn), and j � 1. Using Proposition 3.19 again,
we have that

 Z �

�
2

Z

B(x,
p
�)

�
�
�0(t, 0)

⇣
11S j (x,

p
�)h

⌘
(y)

�
�
�
2
dy dt

! 1
2

. 2
jn
2 e�c4

j

 Z �

�
2

Z

B(x,2 j+1
p
�)

|h(y)|2 dy dt

! 1
2

. 2
jn
2 e�c4

j
⇣
MHL |h|2

⌘ 1
2
(x),

where MHL denote the uncentered Hardy-Littlewood maximal function. Therefore,
�
�
�Ñ ((t, x) 7! 0(t, 0)h(x))

�
�
�
L p

.
X

j�1
2
jn
2 e�c4

j
�
�
�
�
⇣
MHL |h|2

⌘ 1
2
�
�
�
�
L p

. khkL p .

We next prove the reverse inequality. Fix z 2 Rn . We first remark that the same
reasoning as above gives us

 Z �

�
2

Z

B(x,
p
�)

|0(t, 0)(11S j (z,1)h)(y)|
2 dy dt

! 1
2

. 2
jn
2 e�c4

j
⇣
MHL |h|2

⌘ 1
2
(x),

for all j � 1 and � 2 (0, 1) and x 2 B(z, 1). Moreover, by continuity of t 7!
0(t, 0)(1S j (z,1)h) in L2(Rn) and Lebesgue’s differentiation theorem, we have that
for all j � 1,

 Z �

�
2

Z

B(x,
p
�)

|0(t, 0)(1S j (z,1)h)(y)|
2 dy dt

! 1
2

��!
�!0

|(11S j (z,1)h)(x)|,

for almost every x 2 B(z, 1). As the right hand side is zero for j � 2 and x 2
B(z, 1), we deduce by summing that

 Z �

�
2

Z

B(x,
p
�)

�
�0(t, 0)

�
1B(z,2)ch

�
(y)

�
�2 dy dt

! 1
2

��!
�!0

0

almost everywhere for x 2 B(z, 1) and by difference,
 Z �

�
2

Z

B(x,
p
�)

|0(t, 0)h(y)|2 dy dt

! 1
2

��!
�!0

|h(x)|

almost everywhere on B(z, 1). Hence this holds on Rn as z is arbitrary. Since
(t, x) 7! (0(t, 0)h)(x) 2 X p, we are done if p = 1, and, if p < 1, Fatou’s
lemma gives us

khkL p . k(t, x) 7! 0(t, 0)h(x)kX p .
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Lemma 4.7.

(1) Let p 2 [1,1) and � > 0. We have that supt2[0,�] k0(t, 0)kL(E p
� ) < 1;

(2) Let p 2 [1,1). For all � > 0 and all f 2 E p
� , one has limt!0 0(t, 0) f = f

in E p
� .

For all t > 0, one also has lims!0 0(t, s)⇤ f = 0(t, 0)⇤ f in E p
� ;

(3) For all h 2 L1(Rn), we have that limt!0 0(t, 0)h = h in L2loc(Rn).

Proof. (1) [12, Proposition 4.2] applies using Proposition 3.19.
(2) [12, Proposition 4.4] applies using Proposition 3.19 and the continuity re-

sults proven in Proposition 3.17 and Proposition 3.14.
(3) Let h 2 L1(Rn), and M > 0. For t > 0, as in Lemma 4.6 using Proposi-

tion 3.19, we see that
P

j�1 11B(0,M)(0(t, 0) � I )(11S j (0,M)h) converges in L2(Rn)
to 11B(0,M)(0(t, 0) � I )h, and moreover,

✓Z

B(0,M)
|(0(t, 0) � I )h(y)|2 dy

◆ 1
2

.M k(0(t, 0) � I )(1S1(0,M)h)kL2

+
1X

j=2
e�c

4 j
t khkL2,

for some constant c > 0 depending on M . We conclude using that k(0(t, 0) �
I )gkL2 ��!

t!0
0 for all g 2 L2(Rn).

Proposition 4.8. Let p2 (2,1]. For all h 2 L p(Rn), uh : (t, x) 7! (0(t, 0)h)(x) 2
X p is a global weak solution of (1.1).

Proof. Let h 2 L p(Rn). We first show that ruh 2 L2loc(R
n+1
+ ). Let a, b,M > 0.

For j � 1, set h j = 11S j (0,M)h 2 L2(Rn) and consider the global weak solutions
uh j of (1.1) with data h j . Applying Proposition 3.6 and Proposition 3.19, we obtain
the following for some constant � > 0:

✓Z b

a

Z

B(0,M)
|r(0(t, 0)h j )(x)|2 dx dt

◆ 1
2

.
a,b,c,M

✓Z b

a/2

Z

B(0,2M)
|(0(t, 0)h j )(x)|2 dx dt

◆ 1
2

. e��4
j��11B(0,2 j+1M)h

�
�
L2 . 2 jn(

1
2�

1
p )e��4

j
khkL p .

(4.3)

We easily obtain from this that
P

j�1 ruh j converges to ruh 2 L2(a, b; B(0,M)).
Also

P
j�1 uh j converges to uh in L2(a/2, b; B(0, 2M)).
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To show that uh satisfies (1.1) in the sense of distributions, let � 2 D and pick
a, b,M > 0 such that supp� ⇢ [a, b] ⇥ B(0,M). For each j � 1,

�
Z 1

0

Z

Rn
uh j @t� dx dt +

Z 1

0

Z

Rn
Aruh j · r� dx dt = 0

and by the above L2 convergences, one can sum in j � 1 and obtain the conclusion
for uh . This shows it is a global weak solution of (1.1).

Lemma 4.9. Let q 2 [1, 2) and assume that sup0st<1 k0(t, s)kL (Lq ) < 1.
Then, for all r 2 (q, 2] there exists ↵ > 0 such that for all E, F ⇢ Rn Borel
sets, for all 0  s < t < 1 and all f 2 Lr (Rn),

k11E0(t, s)(11F f )kL2 . (t � s)�
n
2 ( 1r � 1

2 )e�↵
d(E,F)2
t�s k11F f kLr .

Proof. Let f 2 L2(Rn) \ Lq(Rn), x 2 Rn , t > s � 0. By Proposition 3.6 we have
that
✓Z

B(x,
p
t�s)

|0(t, s) f (y)|2 dy
◆ 1
2

.
✓Z t

s

Z

B(x,2
p
t�s)

|0(�, s) f (y)|2 dy d�
◆ 1
2
.

Covering B(x, 2
p
t � s) by a finite collection of balls {B(x j ,

p
t�s
2 ); j=1, . . . ,M}

with M depending only on n and B(x j ,
p
t�s
2 ) ⇢ B(x, 4

p
t � s) for all j =

1, . . . ,M , we can apply Corollary 4.2 to obtain
✓Z

B(x,
p
t�s)

|0(t, s) f (y)|2 dy
◆ 1
2
.
✓Z t

s

Z

B(x,4
p
t�s)

|0(�, s) f (y)|q dy d�
◆ 1

q

.(t�s)�
n
2q

✓Z t

s
k f kqq d�

◆ 1
q
=(t � s)�

n
2q k f kq .

Therefore, for all x 2 Rn , t > s � 0 and h 2 Lq(Rn)
�
�
�11B(x,

p
t�s)0(t, s)h

�
�
�
L2

. (t � s)�
n
2 ( 1q � 1

2 )khkLq . (4.4)

Let �=
p
t�s. Consider the family of disjoint cubesD� := {� [0, 1[n+k�, k 2 Zn}.

We denote by cQ the center of a cube Q 2 D� . We have that

(t � s)
n
2 ( 1q � 1

2 )11Q0(t, s)11R 2 L (Lq(Rn), L2(Rn)),

with norm independent of t > s � 0 and Q, R 2 D� . Using Proposition 3.19 with
Riesz-Thorin interpolation, we have that, for all r 2 (q, 2], there exists ↵r > 0 such
that for all h 2 Lr (Rn)

�
�11Q0(t, s)(11Rh)

�
�
L2 . (t � s)�

n
2 ( 1r � 1

2 )e�↵r
d(Q,R)2
t�s k11RhkLr ,
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for all Q, R 2 D� , for all t > s � 0. Therefore, there exists c0r > 0 such that

k0(t, s)hkL2 =

0

@
X

Q2D�

k11Q0(t, s)hk2L2

1

A

1
2

.
X

k2Zn

0

@
X

Q2D�

k11Q+k�0(t, s)(11Qh)k2L2

1

A

1
2

.
X

k2Zn
e�c

0
r |k|(t � s)�

n
2 ( 1r � 1

2 )

0

@
X

Q2D�

k11Qhk2Lr

1

A

1
2

. (t � s)�
n
2 ( 1r � 1

2 )

0

@
X

Q2D�

k11QhkrLr

1

A

1
r

= (t � s)�
n
2 ( 1r � 1

2 )khkLr ,

where we have used that `r ⇢ `2 since r  2. Therefore

k0(t, s)kL (Lr ,L2) . (t � s)�
n
2 ( 1r � 1

2 )

uniformly for 0  s < t < 1. Using Riesz-Thorin interpolation again to interpo-
late this uniform bound with the L2� L2 off diagonal bound from Proposition 3.19
gives the result.

Lemma 4.10. Let q 2 [1, 2), and assume that sup0st<1 k0(t, s)kL(Lq ) < 1.
Then, for all h 2 Lq(Rn), uh : (t, x) 7! (0(t, 0)h)(x) is a global weak solution of
(1.1).

Proof. By (4.4), we have that, for all t > 0, all h 2 Lq(Rn), and all M > 0:
�
�11B(0,M)0(t, 0)h

�
�
L2 .M,t khkLq .

Applying Proposition 3.6, we obtain the following for all c 2 (a, b) and M > 0:

✓Z b

c

Z

B(0,M)
|r0(t, 0)h(x)|2 dx dt

◆ 1
2

.
a,b,c,M

✓Z b

a
k11B(0,2M)0(t, 0)hk2L2dt

◆ 1
2

. khkLq .

To show that uh satisfies (1.1) in the sense of distributions, let " > 0, and pick
h0 2 Lq(Rn) \ L2(Rn) such that kh � h0kLq < ". The function uh0 is a global
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weak solution of (1.1), and we thus have the following.
�
�
�
��

Z 1

0

Z

Rn
uh@t� +

Z 1

0

Z

Rn
Aruh · r�

�
�
�
�


Z 1

0

Z

Rn
|uh�h0 ||@t�| +3

Z 1

0

Z

Rn
|ruh�h0 ||r�|

. kuh�h0kL1(Lq ) + kr(uh�h0)kL2(supp(r�)) . kh � h0kLq < ".

This proves that uh is a global weak solution of (1.1).

Lemma 4.11. Let q 2 (2,1] and assume that sup0st<1 k0(t, s)kL (Lq ) < 1.
Then, for all r 2 [2, q) there exists ↵ > 0 such that for all E, F ⇢ Rn Borel sets,
for all 0  s < t < 1 and all f 2 L2(Rn),

k11E0(t, s)(11F f )kLr . (t � s)�
n
2 ( 12�

1
r )e�↵

d(E,F)2
t�s k11F f kL2 .

Proof. Using Proposition 3.19 we only have to show that

sup
0s<t<1

�
�
�
�(t � s)�

n
2 ( 1q0 �

1
2 )0(t, s)⇤

�
�
�
�

L (Lq0
,L2)

< 1.

For 0  s  t < 1, we have by Proposition 3.17 and the proof of Lemma 3.16:

0(t, s)⇤ = 0̃(s, t) = 0
e
(t � s, 0),

where 0
e
is the propagator for equation (1.1) with A replaced by

Ã(s, x) =

(
A⇤(t � s, x) if (s, x) 2 [0, t] ⇥ Rn,

A⇤(0, x) otherwise.

Since Ã satisfies (1.2) with the same constants as A, Proposition 3.19 applies to 0̃
and the result follows from interpolation between q 0 and 2.

Remark 4.12. For p 2 [1,1],

ess sup
0st<1

k0(t, s)kL(L p) = M =) sup
0st<1

k0(t, s)kL(L p) = M .

This follows, using Proposition 3.14 and Proposition 3.17, from the continuity of
t 7! h0(t, s) f, gi on [s,1) and of s 7! h0(t, s) f, gi on [0, t] for all f, g 2 D (or
f 2 L1, g 2 L1 compactly supported), a simple measure theoretical argument and
density arguments.
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4.3. Propagators with kernel bounds

We say that the propagators 0(t, s), 0  s < t < 1, have kernel bounds if their
kernels k(t, s, ., .) are measurable functions with

|k(t, s, x, y)|  C(t � s)�
n
2 e�c

|x�y|2
4(t�s) , (4.5)

for some C, c > 0, all 0  s < t < 1, and almost all x, y 2 Rn .
In this case, 0(t, s) is an integral operator and one has the integral representa-

tion

0(t, s) f (x) =
Z

Rn
k(t, s, x, y) f (y) dy

for all f 2 L2(Rn) and almost every x 2 Rn . Moreover, as the integral makes
sense for f 2 L p(Rn), 1  p  1, one can extend 0(t, s) to a bounded operator
on L p(Rn), uniformly in t � s (recall that 0(s, s) = I ).

As mentioned, Aronson’s proved kernel bounds for propagators of real equa-
tions. At this point, it is worth pointing out that the following result, proven by
Hofmann and Kim in [21, Theorems 1.1 and 1.2], extends to our situation.

Proposition 4.13.

(1) The propagators 0(t, s), 0  s  t < 1, have kernel bounds if weak solu-
tions in L2loc(R

n+1
+ ) of (1.1) and of (3.2) on Rn+1

+ satisfy scale invariant local
L2 � L1 bounds of Moser type on parabolic cylinders. The constants C, c in
(4.5) depend on the ellipticity constants in (1.2) and the bounds in the local
estimates;

(2) Conversely, if the propagators 0(t, s), 0  s  t < 1, have kernel bounds
then global weak solutions satisfy the scale invariant local L2 � L1 bounds
of Moser type on Whitney parabolic cylinders.

The proof in [21] is done for smooth coefficients. In this case, one can use the
classical fundamental solution. However, once we have our notion of propagators,
we can run the argument mutatis mutandis. In particular, supremum is replaced by
essential supremum (or even supremum in time and essentiel supremum in x) in
the local bounds. Also the argument for the first part is done for the propagators on
the full range �1 < s < t < 1, but inspection reveals that, to get the estimate
for k(s, t, x, y), only local bounds on parabolic cylinders contained in the strip
[s, t] ⇥ Rn are used. This explains our hypothesis on the weak solutions in part (1).

The converse is stated in [21, Theorems 1.2] for the full range. The argument
there does not preserve strips [s, t] ⇥ Rn (a modification of the argument could
probably do it) but, if we restrict to parabolic cylinders of Whitney type (as in the
definition of the maximal function Ñ ), then the argument gives the desired local
bounds.
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5. Existence and uniqueness results

5.1. Main result

Here, we prove interior representation from a weak control on solutions.

Theorem 5.1. Let u be a local weak solution of (1.1) on (a, b) ⇥ Rn . Assume

M :=
Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(t, y)|2 dy dt
◆ 1
2

e�� |x |2 dx < 1

for some � < ↵
4(b�a) where ↵ is the constant in Proposition 3.19 (↵ = �

432 ). Then
u(t, ·) = 0(t, s)u(s, ·) for every a < s  t < b, in the following sense:

Z

Rn
u(s, x)0(t, s)⇤h(x) dx =

Z

Rn
u(t, x) h(x) dx 8h 2 Cc(Rn).

Proof.
Step 0. For h 2 Cc(Rn), its support being included in B(0, ⇢) for some ⇢ > 0, we
have for all j � 1 and for all x 2 Rn that

e��4
j
�
�
�11S j (x,

p
b)h

�
�
�
L2

.
✓
11|x |⇢ + e��

(|x |�⇢)2
4b 11|x |>⇢

◆
khkL2 (5.1)

(recall that S j (x,
p
b) denotes the annulus B(x, 2 j+1

p
b) \ B(x, 2 j

p
b) if j � 2

and the ball B(x, 2
p
b) if j = 1) and therefore, for � < �

4b ,

sup
x2Rn

⇣
e� |x |2e��4

j
k11S j (x,

p
b)hkL2

⌘
. khkL2, 8 j 2 N. (5.2)

If |x |  ⇢, then (5.1) is immediate. Let |x | > ⇢: k11S j (x,
p
b)hk2 6= 0 only if

B(0, ⇢) \ Sj (x,
p
b) 6= ;. Pick y 2 B(0, ⇢) \ Sj (x,

p
b) and we have that

|x |  |x � y| + |y|  2 j+1
p
b + ⇢, and then

1
4b

(|x | � ⇢)2  4 j .

This implies (5.1). Now, for � < �
4b , we have that

sup
x2Rn

✓
e� |x |2e��

(|x |�⇢)2
4b

◆
= e

��⇢2
��4b� <1 and sup

x2Rn

⇣
11|x |⇢e� |x |2

⌘
= e�⇢

2
<1,

which proves (5.2).

Step 1: We show that for all a < s  t < b and all h 2 Cc(Rn), we have that
u(s, ·)0(t, s)⇤h 2 L1(Rn). Let ⇢ > 0 be such that supp h ⇢ B(0, ⇢). Using
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Proposition 3.6 and Proposition 3.19, we have the following (with constants de-
pending on t, s, b, ⇢):

Z

Rn
|u(s, x)||0(t, s)⇤h(x)| dx

=
Z

Rn

 Z

B(x,
p
b
2 )

|u(s, y)||0(t, s)⇤h(y)| dy

!

dx


1X

j=1

Z

Rn

 Z

B(x,
p
b
2 )

|u(s, y)|2 dy

! 1
2 ��
�
�11B(x,

p
b
2 )
0(t, s)⇤

⇣
11S j (x,

p
b)h

⌘��
�
�
L2
dx

.
1X

j=1

Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(�, y)|2 dy d�
◆ 1
2

e�↵
4 j b
b�a

�
�
�11S j (x,

p
b)h

�
�
�
L2
dx

. MkhkL2 < 1,

where we have used, for any ">0, ↵ 4
j b

b�a ="4 j +�4 j , the fact that
P1

j=1 e�"4
j
<1

and (5.2) with � = ↵b
(b�a) � " and � < �

4b in the last line.

Step 2: Some identities. We fix h 2 Cc(Rn) and let a < t < b. Define �(s, x) :=
0(t, s)⇤h(x) for all s 2 [0, t] and x 2 Rn . By construction, the function � is a weak
solution of the backward equation (3.2) with r� 2 L2(0, t; L2(Rn)) and one has
� 2 C ([0, t]; L2(Rn)). Let � 2 C 1

c (Rn; R), and let ⌘ 2 C 1
c ((a, t); R). Denote

by � a bounded open set containing the support of � . Since u is a weak solution of
(1.1), we have that

L2(a,b;H�1(�))h@su,��
2⌘iL2(a,b;H10 (�))

= �
Z b

a

Z

�
A(s, x)ru(s, x) · r

⇣
�(s, x)�2(x)⌘(s)

⌘
dx ds.

Since � is a weak solution of (3.2), ru 2 L2loc and u 2 C ([a, b], L2loc) by Proposi-
tion 3.6, we have that

L2(a,b;H10 (�))hu�
2⌘, @s�iL2(a,b;H�1(�))

=
Z b

a

Z

�
r
⇣
u(s, x)�2(x)⌘(s)

⌘
· A(s, x)⇤r�(s, x) dx ds.
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Noting that

L2(H�1)h@su,��
2⌘iL2(H10 ) + L2(H10 )hu�

2⌘, @s�iL2(H�1)

+
Z b

a

Z

�
�2(x)u(s, x)�(s, x)⌘0(s) dx ds

=
Z b

a
@s

✓Z

�

⇣
u(s, x)�(s, x)�2(x)⌘(s)

⌘
dx

◆
ds = 0,

we get, adding the three equations above,

Z b

a

Z

�
�2(x)u(s, x)�(s, x)⌘0(s) dx ds

=
Z b

a
⌘(s)

Z

�

⇣
A(s, x)ru(s, x) · r

⇣
�(s, x)�2(x)

⌘

�r
⇣
u(s, x)�2(x)

⌘
· A(s, x)⇤r�(s, x)

⌘
dx ds.

Calculating, some terms cancel and we obtain

Z b

a

Z

�
�2(x)u(s, x)�(s, x)⌘0(s) dx ds

=
Z b

a
⌘(s)

Z

�

⇣⇣
A(s, x)ru(s, x) · r�2(x)

⌘
�(s, x)

�u(s, x)
⇣
r�2(x) · A(s, x)⇤r�(s, x)

⌘⌘
dx ds.

(5.3)

Step 3: We now prove that

Z b

a

Z

Rn
u(s, x)�(s, x)⌘0(s) dx ds = 0. (5.4)

We choose � of the form x 7!  
⇣

|x |
R

⌘
for R > 0 and  2 C 1

c ([0,1)) supported
on [0, 2], and equal to 1 on [0, 1]. Note that �(y) = 1 for all y 2 B(0, R) and
kr�k1 . R�1. We have already shown that u(s, ·)�(s, ·) 2 L1(Rn) for every
s 2 (a, t]. Thus the left hand side of (5.3) goes to the left hand side of (5.4) as
R goes to 1 by dominated convergence. To prove (5.4), it remains to show that
�ru 2 L1((c, d)⇥Rn) and that ur� 2 L1((c, d)⇥Rn) with a < c < d < t such
that supp ⌘ ⇢ [c, d], so that dominated convergence applies as well as R goes to1.
Using Proposition 3.6 and Proposition 3.19, this is done as a simple modification of
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the argument used in Step 0 and Step 1.
Z d

c

Z

Rn
|ru(s, x)||0(t, s)⇤h(x)| dx ds

=
Z d

c

Z

Rn

 Z

B(x,
p
b
2 )

|ru(s, y)||0(t, s)⇤h(y)| dy

!

dx ds

.
1X

j=1

Z

Rn

 Z b

c

Z

B(x,
p
b
2 )

|ru(s, y)|2 dy ds

! 1
2

·

 Z d

c

�
�
�
�11B(x,

p
b
2 )
0(t, s)⇤

⇣
11S j (x,

p
b)h

⌘��
�
�

2

L2
ds

! 1
2

dx

.
1X

j=1

Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(s, y)|2 dy ds
◆ 1
2

e�
↵b
b�a 4

j
�
�
�11S j (x,

p
b)h

�
�
�
L2
dx .

We conclude by (5.2) with � < ↵b
(b�a) and this gives �ru 2 L1((c, d)⇥Rn). Using

Proposition 3.9, instead of Proposition 3.6, and Proposition 3.19, and d < t :
Z d

c

Z

Rn
|u(s, x)||r0(t, s)⇤h(x)| dx ds

=
Z d

c

Z

Rn

 Z

B(x,
p
b
2 )

|u(s, y)||r0(t, s)⇤h(y)| dy

!

dx ds

.
1X

j=1

Z

Rn

 Z b

a

Z

B(x,
p
b
2 )

|u(s, y)|2 dy ds

! 1
2

·

 Z d

c

�
�
�
�11B(x,

p
b
2 )

r0(t, s)⇤
⇣
11S j (x,

p
b)h

⌘��
�
�

2

L2
ds

! 1
2

dx

.
1X

j=1

Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(s, y)|2 dy ds
◆ 1
2

·

✓Z t

a

�
�
�11B(x,

p
b)0(t, s)⇤

⇣
1S j (x,

p
b)h

⌘��
�
2

L2
ds
◆ 1
2
dx

.
1X

j=1

Z

Rn

✓Z b

a

Z

B(x,
p
b)

|u(s, y)|2 dy ds
◆ 1
2

e�↵
4 j b
b�a k11S j (x,

p
b)hkL2 dx .

By (5.2) with � < ↵b
(b�a) , this gives ur� 2 L1((c, d) ⇥ Rn). We have thus estab-

lished (5.4).
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Step 4: Choosing a specific ⌘. We now pick v2C 1
c (�1

2 ,
1
2 ) such that

R 1
2

� 1
2
v(y)dy=

1. For " 2
�
0, t�s3 ^ s�a

3
�
, we consider ⌘ 2 C 1

c (a, t) such that

⌘0(� ) =
1
2"

v

✓
� � (s � ")

2"

◆
�
1
2"

v

✓
� � (t � 2")

2"

◆
8 � 2 (a, t).

Remark that the support of ⌘0 is contained in [a+ ", t � "] and as it has mean value
0, the same hold for ⌘. From (5.4) (with s becoming � in the integral), we thus get
that

1
2"

Z s

s�2"
v

✓
� � (s � ")

2"

◆✓Z

Rn
u(�, x)�(�, x) dx

◆
d�

=
1
2"

Z t�"

t�3"
v

✓
� � (t � 2")

2"

◆✓Z

Rn
u(�, x)�(�, x) dx

◆
d�,

and thus, changing variables:
Z 1

2

� 1
2

v(� )

✓Z

Rn
u(s � "(1� 2� ), x)�(s � "(1� 2� ), x) dx

◆
d�

=
Z 1

2

� 1
2

v(� )

✓Z

Rn
u(t � 2"(1� � ), x)�(t � 2"(1� � ), x) dx

◆
d�.

Recall that �(t, x) = h(x) and �(s, x) = 0(t, s)⇤h(x). The result will be proven
once we have established that

lim
"!0

Z 1
2

� 1
2

v(� )

Z

Rn
u(t � 2"(1� � ), x)�(t � 2"(1� � ), x) dx d�

=
Z

Rn
u(t, x)�(t, x) dx

(5.5)

and that

lim
"!0

Z 1
2

� 1
2

v(� )

Z

Rn
u(s � "(1� 2� ), x)�(s � "(1� 2� ), x) dx d�

=
Z

Rn
u(s, x)�(s, x) dx .

(5.6)

Step 5: Proof of (5.5). Set f (⌧, x) = u(t � ⌧, x)�(t � ⌧, x) for ⌧ 2 [0, t � a] and
g(⌧, x) =

R
B(x,

p
b
2 )

f (⌧, y) dy. After averaging, we have to show that

lim
"!0

Z 1
2

� 1
2

Z

Rn
v(� )g(2"(1� � ), x) dx d� =

Z 1
2

� 1
2

Z

Rn
v(� )g(0, x) dx d�.
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It follows from Proposition 3.6 and Proposition 3.9 that for all x 2 Rn , f 2

C ([0, t � a]; L1(B(x,
p
b
2 )). Hence g(2"(1 � � ), x) ! g(0, x) when " ! 0

for all (�, x).
For ⌧ = 2"(1 � � ), we have ⌧ 2 [0, 3"] ⇢ [0, t � a]. To apply dominated

convergence, we show that sup⌧2[0,t�a] |g(⌧, x)| is integrable on Rn . This is a
variant of Step 1 to get uniformity. Indeed, for all x 2 Rn and ⌧ 2 [0, t � a], by
Proposition 3.6 and Proposition 3.19 with ⌧  b � a

|g(⌧, x)|
Z

B(x,
p
b
2 )

|u(t � ⌧, y)||0(t, t � ⌧ )⇤h(y)| dy

.

 Z

B(x,
p
b
2 )

|u(t�⌧,y)|2 dy

!1
2
 

1X

j=1

�
�
�
�11B(x,

p
b
2 )
0(t,t�⌧ )⇤

⇣
11S j (x,

p
b)h

⌘��
�
�
L2

!

.
✓Z b

a

Z

B(x,
p
b)

|u(� 0, y)|2 dy d� 0
◆ 1
2
 

1X

j=1
e�↵

4 j b
b�a k11S j (x,

p
b)hkL2

!

.

This estimate is uniform with respect to ⌧ and we get integrability as in Step 1 using
Step 0.

Step 6: Proof of (5.6). The proof is exactly the same as that of (5.5) taking now
f (⌧, x) = u(s � ⌧, x)�(s � ⌧, x) for ⌧ 2 [0, s � a] and using ⌧ = "(1� 2� ).

5.2. Results for p � 2

Our uniqueness results will be based on the following well-know fact. Let X be a
Banach space and Y its dual space. If (yk)k2N is a sequence weakly⇤ converging to
y in Y , and (xk)k2N is a sequence strongly converging to x in X , then (hyk, xki)k2N
converges to hy, xi. Of course, when X is reflexive, weak⇤ and weak convergence
coincide.

We illustrate this principle by first proving that L1(L2) is always a class of
uniqueness for L2 data. Next we look at L p data for p > 2 using non-tangential
maximal estimates.

Theorem 5.2. For u 2 D 0, the following assertions are equivalent.

9! f 2 L2(Rn) such that, for all t > 0, u(t, ·) = 0(t, 0) f in L2(Rn); (5.7)
u is a global weak solution of (1.1) in L1(L2). (5.8)

Proof. Proposition 3.14 gives us that (5.7) implies (5.8). We now assume (5.8), and
note that supt>0 ku(t, ·)kL2 < 1 by Remark 4.5. Let t > 0, and pick (tk)k2N a
decreasing sequence of real numbers converging to 0, with t0 = t

2 , such that there
exists f 2 L2(Rn) with

u(tk, ·) * f as k ! 1, weakly in L2(Rn).
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By Proposition 4.3, we can apply Theorem 5.1, and get that, for k 2 N and h 2
Cc(Rn), Z

Rn
u(t, x)h(x) dx =

Z

Rn
u(tk, x)0(t, tk)⇤h(x) dx .

By the continuity results in Proposition 3.17, we have that

k0(t, tk)⇤h � 0(t, 0)⇤hk2 ���!
k!1

0,

and thus
u(t, ·) = 0(t, 0) f in L2(Rn).

This also implies that f = limt!0 u(t, ·) strongly in L2(Rn), and proves the unique-
ness of f .

The following corollary is an immediate consequence of Theorem 5.2 and The-
orem 3.11. Recall from local estimates and Lions’ result that a global weak solution
of (1.1) in L1(L2) is a priori in C ([0,+1); L2loc).

Corollary 5.3. For all u0 2 L2(Rn), the problem

@t u = div Aru, u 2 L1�
L2

�
, u(0, .) = u0,

is well posed. Its solution u agrees with the energy solution, and, therefore, is such
that

ku0kL2 = kukL1(L2) 
p
23krukL2(L2) 

r
3

�
ku0kL2 .

We now consider p > 2.

Theorem 5.4. Let p 2 (2,1]. For u 2 D 0, the following assertions are equiva-
lent.

9! f 2 L p(Rn) such that, for all t > 0, u(t, ·) = 0(t, 0) f in L2loc(Rn); (5.9)
u is a global weak solution of (1.1) with Ñ (u) 2 L p(Rn). (5.10)

Proof. Lemma 4.6 and Proposition 4.8 give us that (5.9) =) (5.10). We now con-
sider the other direction and assume that Ñ (u) 2 L p(Rn). Since p > 2, Lemma 2.4
and Proposition 3.6 yield, for all 0 < t  �:

ku(t, ·)kE p
�

. ku(t, ·)kE p
t
4

=

0

@
Z

Rn

 Z

B(x,
p
t
2 )

|u(t, y)|2 dy

! p
2

dx

1

A

1
p

.

0

@
Z

Rn

 Z t

t
2

Z

B(x,
p
t)

|u(s, y)|2 dy ds

! p
2

dx

1

A

1
p

 kÑ (u)kp = kukX p ,
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the constants being independent of t, � (with the usual modification if p = 1). Fix
� > 0, and let f� 2 E p

� , and (tk)k2N be a decreasing sequence such that tk ���!
k!1

0,
t0 < � and

u(tk, ·)
weak⇤
���! f� in E p

� .

For each j � 1, as E p
�
j

= E p
� with equivalent norm, the weak

⇤ convergence holds

in E p
�
j
and k f�kE p

�
j

 lim infk!1 ku(tk, .)kE p
�
j

. kukX p , the constant being inde-

pendent of j � 1 and � > 0. Therefore
2

4x 7!

 Z

B(x, �j )
| f�(y)|2 dy

! 1
2
3

5 2 L p(Rn) 8 j � 1.

Moreover
 Z

B(x, �j )
| f�(y)|2 dy

! 1
2

���!
j!1

| f�(x)| for a.e. x 2 Rn

by Lebesgue differentiation theorem. By Fatou’s lemma, f� 2 L p(Rn) and

k f�kp  lim inf
j!1

k f�kE p
�
j

. kukX p .

By Proposition 4.4, we can apply Theorem 5.1 to obtain, for all k 2 N and h 2
Cc(Rn), Z

Rn
u(tk, x)0(t, tk)⇤h(x) dx =

Z

Rn
u(t, x) h(x) dx .

Applying Lemma 4.7, we have that

0(t, tk)⇤h ���!
k!1

0(t, 0)⇤h in E p0

� .

Therefore
R
Rn u(t, x) h(x) dx =

R
Rn f�(x)0(t, 0)⇤h(x) dx for all t > 0 and all

h 2 Cc(Rn), which gives us that u(t, ·) = 0(t, 0) f� in E p
� . This implies that

f� = limt!0 u(t, ·) strongly in E
p
� for p < 1 and in L2loc for p = 1 by Lem-

ma 4.7. Therefore, f� = limt!0 u(t, ·) strongly in L2loc in all cases and f� is inde-
pendent of �. We write f = f� . This f is unique as limt!0 u(t, ·) in L2loc, and
f 2 L p(Rn) with k f kp . kÑ (u)kp as proven above.

The following corollary is now immediate.

Corollary 5.5. Let p 2 (2,1] and u0 2 L p(Rn). There exists a unique global
weak solution u of (1.1) in X p such that limt!0 u(t, ·) = u0 in L2loc. Moreover,
kukX p ⇠ ku0kL p .



436 PASCAL AUSCHER, SYLVIE MONNIAUX AND PIERRE PORTAL

An interesting consequence of our result in X1 is the following conservation prop-
erty of the propagators.

Corollary 5.6. Let t > s. Then

0(t, s)11 = 11 in L2loc(Rn).

Similarly
0(t, s)⇤11 = 11 in L2loc(Rn).

Proof. Wemay assume s = 0 without loss of generality The constant function 11 on
Rn+1

+ is a global weak solution of (1.1) and belongs to X1. By Theorem 5.4, we
have that, for almost every (t, x) 2 Rn+1

+ , 11 = 0(t, 0) f (x) for a unique f 2 L1

such that f = limt!0 0(t, 0) f in L2loc(Rn). Thus, f = 1 almost everywhere onRn

and we have shown the equality in L2loc(R
n+1
+ ). As weak solutions are continuous in

time with values in L2loc(Rn), the conclusion follows. The formula for the adjoint is
obtained similarly using that we get the same X1 result for the backward equation
on (�1, t). See Remark 3.18.

We finish with a result valid in full generality, getting closer to L p estimates.

Proposition 5.7. Let q̃ > 2+ 4
n be the exponent in the reverse Hölder estimates of

Corollary 4.2. Fix p 2 (2, q̃). For u 2 D 0, the following assertions are equivalent.

9! f 2 L p(Rn) such that, for all t > 0, u(t, ·) = 0(t, 0) f in L2loc(Rn); (5.11)

u is a global weak solution of (1.1) with sup
a>0

�
�
�
�
�

Z 2a

a
|u(t, ·)| dt

�
�
�
�
�
L p

< 1. (5.12)

In this case, k f kL p ⇠ sup
a>0

�
�R 2a

a |u(t, ·)| dt
�
�
L p and

R 2a
a u(t, ·) dt converges to f in

L p(Rn) as a ! 0.

Proof. For the direct part, let f 2 L p(Rn) and u(t, ·) = 0(t, 0) f . By Theorem 5.4,
we know that u is a global weak solution and that u 2 X p. Using the reverse
Hölder estimates of Corollary 4.2, we see that we may replace the L2 averages by
L p averages in the definition of Ñ (u) (up to modifying slightly the parameters).
Hence by Hölder’s inequality and averaging

�
�
�
�
�

Z 2a

a
|u(t, ·)| dt

�
�
�
�
�

p

L p


Z

Rn

Z 2a

a
|u(t, x)|p dt dx . kÑ (u)kpL p .

This proves the direct part. In addition, this implies that
R 2a
a 0(t, 0) dt are bounded

operators on L p(Rn) uniformly with respect to a. This is true for all p 2 [2, q̃).
At the same time, they converge strongly in L(L2) to I when a ! 0. By an
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interpolation argument (see the proof of the next result, Theorem 5.9) this implies
the strong continuity at 0 inL (L p). In particular, this yields the norm comparison
in the statement.

Let us now prove the converse and assume that u is a global weak solution
of (1.1) with M = supa>0

�
�R 2a

a |u(t, ·)| dt
�
�
L p < 1. For all � > 0 and t  �,

using Lemma 2.4 with p > 2, Proposition 3.6 and the reverse Hölder estimate of
Corollary 4.2 again, we have

ku(t, ·)kE p
�

. ku(t, ·)kE p
t
32

=

0

@
Z

Rn

 Z

B(x,
p t

32 )
|u(t, y)|2 dy

! p
2

dx

1

A

1
p

.

0

@
Z

Rn

 Z 9t
8

7t
8

Z

B(x,
p t

8 )
|u(s, y)|2 dy ds

! p
2

dx

1

A

1
p

.

 Z

Rn

 Z t

t
2

Z

B(x,
p t

2 )
|u(s, y)| dy ds

!p

dx

! 1
p

=

 Z

Rn

 Z

B(x,
p t

2 )

Z t

t
2

|u(s, y)| ds dy

!p

dx

! 1
p



 Z

Rn

Z

B(x,
p t

2 )

 Z t

t
2

|u(s, y)| ds

!p

dy dx

! 1
p

 M.

Thus we have the uniform estimate in the slice space E p
� as in the proof of Theo-

rem 5.4 and the same argument applies. This proves the converse.

Remark 5.8. In the previous theorem, u has further regularity: (
R 2a
a |u(t,·)|pdt)

1
p 2

L p(Rn) uniformly in a > 0 and k f kL p ⇠ supa>0
�
�(
R 2a
a |u(t, ·)|p dt)

1
p
�
�
L p as one

can check. The largest class in this scale for uniqueness is the one in the statement.

5.3. Results for p < 2

For p < 2 we do not know general results without imposing further properties of
the propagators. Here we assume boundedness of the propagators acting on L p, and
consider solutions in L1(L p). Note that, by Remarks 4.5 and 4.12, we can assume
uniform boundedness rather than almost everywhere boundedness.

Theorem 5.9. Let 1  q < p < 2. Assume that sup0st<1 k0(t, s)kL (Lq ) < 1.
Let u 2 L1((0,1); L p(Rn)) be a global weak solution of (1.1). Then there exists
u0 2 L p(Rn) such that u(t, ·) = 0(t, 0)u0 in L p(Rn) for all t > 0. Moreover,
u 2 C0([0,1); L p(Rn)) and, in particular, u0 is unique.
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Proof. Let u 2 L1(L p) be a global weak solution of (1.1). Let t > 0, and pick
(tk)k2N a decreasing sequence of real numbers converging to 0, with t0 < t

2 , such
that there exists u0 2 L p(Rn) with

u(tk, ·) * u0 as k ! 1, weakly⇤ in L p(Rn).

By Proposition 4.3 and Theorem 5.1, for k 2 N and h 2 Cc(Rn), we have that
Z

Rn
u(t, x)h(x) dx =

Z

Rn
u(tk, x)0(t, tk)⇤h(x) dx .

It remains to prove that k0(t, tk)⇤h�0(t, 0)⇤hkp0 ���!
k!1

0. By Lemma 4.9, and the
fact that t � tk ⇠ t for all k 2 N, we have that supk2N k0(t, tk)⇤kL (L2,Lr 0 ) < 1 for
all r 0 2 (p0, q 0). Let ✓ 2 [0, 1) be defined by 1

p0 = ✓
r 0 + 1�✓

2 . For all h 2 C 1
c (Rn),

k0(t, tk)⇤h�0(t,0)⇤hkL p0k0(t, tk)⇤h�0(t,0)⇤hk✓Lr 0k0(t, tk)⇤h�0(t, 0)⇤hk1�✓L2

.k0(t, tk)⇤h � 0(t, 0)⇤hk1�✓L2 ���!
k!1

0.

We now show that u 2 C ([0,1); L p(Rn)). Let " > 0 and v0 2 C 1
c (Rn) be such

that ku0 � v0kL p < ". Let s, t > 0:

k0(t, 0)u0 � 0(s, 0)u0kL p
 k0(t, 0)(u0 � v0)kL p + k0(t, 0)v0 � 0(s, 0)v0kL p + k0(s, 0)(v0 � u0)kL p

. " + k0(t, 0)v0 � 0(s, 0)v0k✓Lqk0(t, 0)v0 � 0(s, 0)v0k1�✓L2

for ✓ 2 (0, 1] such that 1p = ✓
q + 1�✓

2 . Therefore

k0(t, 0)u0 � 0(s, 0)u0kL p . " + kv0k
✓
Lqk0(t, 0)v0 � 0(s, 0)v0k1�✓L2 .

Since (t 7! 0(t, 0)v0) 2 C ([0,1); L2(Rn)), there exists � > 0 such that for all
t, s > 0 with |t � s| < �, k0(t, 0)v0 � 0(s, 0)v0kL2 

�
"

kv0k✓Lq

� 1
1�✓ . This proves

that
k0(t, 0)u0 � 0(s, 0)u0kL p . " 8 t, s > 0, |t � s| < �,

and then the fact that (t 7! 0(t, 0)u0) is continuous in L p(Rn). In particular,

u0 = lim
t!0

0(t, 0)u0 = lim
t!0

u(t, ·).

Since we know moreover that (t 7! 0(t, 0)v0) 2 C0([0,1); L2(Rn)), the same
reasoning shows that k0(t, 0)u0kL p ���!

t!1
0.



NON-AUTONOMOUS PARABOLIC PROBLEMS 439

Corollary 5.10. Let 1  q < p < 2. Assume that sup0st<1 k0(t, s)kL (Lq ) <
1. For u 2 D 0, the following assertions are equivalent.

u is a global weak solution of (1.1) in L1((0,1); L p(Rn)); (5.13)

9! u0 2 L p(Rn) such that u(t, ·) = 0(t, 0)u0 in L p(Rn) for all t > 0; (5.14)

u is a global weak solution of (1.1) in X p. (5.15)

In this case, u 2 C0(L p) and ku0kp ⇠ kukL1(L p) ⇠ kukX p .

Proof. (5.13) =) (5.14) is proven in Theorem 5.9. The implication (5.14) =)
(5.13) is a consequence of sup0st<1 k0(t, s)kL (L p) < 1, and Lemma 4.10. So
is the norm estimate ku0kp ⇠ kukL1(L p).

(5.15) =) (5.13): Let t > 0. Using Proposition 3.6 and Hölder’s inequality, we
have that

ku(t, ·)kp =

 Z

Rn

Z

B(x,
p
t
2 )

|u(t, y)|p dy dx

! 1
p

.

0

@
Z

Rn

 Z

B(x,
p
t
2 )

|u(t, y)|2 dy

! p
2

dx

1

A

1
p

.

0

@
Z

Rn

 Z t

t
2

Z

B(x,
p
t)

|u(�, y)|2 dy d�

! p
2

dx

1

A

1
p

 kÑ (u)kp.

(5.14) =) (5.15): Let r 2 (q, p), and x 2 Rn , � > 0. Using Lemma 4.9 we have
that

 Z �

�
2

Z

B(x,
p
�)

|0(t, 0)u0(y)|2 dy dt

! 1
2

.
�
MHL |u0|r (x)

� 1
r ,

with constants independent of x, �. Therefore kÑ (u)kL p . ku0kL p  kukL1(L p)
as we have shown in the proof of Theorem 5.9 that t 7! 0(t, 0)u0 is continuous in
L p(Rn). Moreover u is a global weak solution of (1.1) by Lemma 4.10.

5.4. Further results

Without any assumption on the propagators, we have proven well posedness results
in the class X p for p > 2. We now consider solutions in L1(L p) under an L p
boundedness assumption on the propagators. Note that, contrary to the case p < 2,
we do not need to make assumptions about the boundedness of the propagators for
different values of p.
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Proposition 5.11. Let p 2 (2,1]. Assume that sup0st<1 k0(t, s)kL (L p) < 1.
For u 2 D 0, the following assertions are equivalent:

u is a global weak solution of (1.1) in L1(L p); (5.16)

9! u0 2 L p(Rn) such that u(t, ·) = 0(t, 0)u0 in L p(Rn) for all t > 0. (5.17)

In this case, ku0kp ⇠ kukL1(L p) ⇠ kukX p .
Moreover, if p < 1 and sup0st<1 k0(t, s)kL (Lr ) < 1 for some r 2

(p,1) then u 2 C0(L p).

Proof. Proposition 4.8 and the assumption give us that (5.17) implies (5.16), with
ku0kL p ⇠ kukL1(L p). We now prove that (5.16) implies (5.17). Proceeding as in
the proof of Theorem 5.9, we only have to show that

k0(t, s)⇤h � 0(t, 0)⇤hkL p0 ��!
s!0

0

for all t > 0 and h 2 Cc(Rn). Let M > 0 be such that h is supported in B(0,M).
For all j � 1 and t > s > 0, we have that

�
�11S j (0,M)(0(t, s)⇤ � 0(t, 0)⇤)h

�
�
L p0

.M 2 jn(
1
2�

1
p )��11S j (0,M)(0(t, s)⇤ � 0(t, 0)⇤)h

�
�
L2 .

For each j � 1, the right hand side converges to 0 when s ! 0 by strong continuity
of s 7! 0(t, s)⇤h by Proposition 3.17. Combining this estimate with Proposi-
tion 3.19, we have the following for all j � 2, and some constant c > 0:

�
�11S j (0,M)(0(t, s)⇤ � 0(t, 0)⇤)h

�
�
L p0 .M 2 jn(

1
2�

1
p )e�c

4 j
t khkL2,

with constant independent of s when s < t/2. Therefore, we can apply dominated
convergence for sums to obtain
�
�0(t, s)⇤h � 0(t, 0)⇤h

�
�
L p0 

X

j�1

�
�11S j (0,M)(0(t, s)⇤ � 0(t, 0)⇤)h

�
�
L p0 ��!

s!0
0.

The uniqueness of u0 follows from convergence in L2loc of u, since we know that
u(t, ·) = 0(t, 0)u0 for all t > 0. The equivalence of norms follows from the above
and Corollary 5.5.

If we assume that p < 1 and that sup0st<1 k0(t, s)kL (Lr ) < 1 for some
r 2 (p,1), then we obtain that u 2 C0(L p) exactly as in the proof of Theorem 5.9.

An interesting corollary is the following weak maximum principle without
continuity.



NON-AUTONOMOUS PARABOLIC PROBLEMS 441

Corollary 5.12. Assume that C = sup0st<1 k0(t, s)kL (L1) < 1. Then any
global weak solution u of (1.1) in L1(Rn+1

+ ) satisfies

sup
t>0

ku(t, ·)kL1(Rn)  Ck f kL1(Rn),

where f is the initial value of u (which exists as limit in the L2loc sense).

We end this section with another corollary assuming pointwise bounds. Remark
that this does not include p = 1.

Corollary 5.13. Assume the propagators 0(t, s), 0  s < t < 1, have kernels
bounds. Let 1 < p  1. For u 2 D 0, the following assertions are equivalent:

u is a global weak solution of (1.1) in L1(L p); (5.18)

9! u0 2 L p(Rn) such that u(t, ·) = 0(t, 0)u0 in L p(Rn) for all t > 0; (5.19)

u is a global weak solution of (1.1) such that ũ 2 L p(Rn), (5.20)

where
ũ(x) = sup

t>0
ess supy;|y�x |<4pt |u(t, y)|, x 2 Rn.

In this case, u 2 C0(L p) and ku0kp ⇠ kukL1(L p) ⇠ kũkp ⇠ kukX p .

Recall that solutions have no reason to be defined at each point, hence the variant
of the pointwise maximal function.

Proof. As mentioned, 0(t, s) extends to uniformly bounded operators on L p when
t � s > 0. Corollary 5.10 and Proposition 5.11 thus yield the result, at least for
the modified non-tangential maximal function Ñ (u) instead of the standard non-
tangential maximal function u⇤. However, kÑ (u)kL p ⇠ kũkL p . Indeed, we first
observe that Ñ (u)  ũ. A converse inequality ũ . Ñ�(u), for some � > 0, follows
from the local boundedness properties of solutions as stated in Proposition 4.13.
Since kÑ�(u)kL p ⇠ keN (u)kL p , the proof is complete.

6. Close to constant or bounded variation time dependency

In this section, we obtain well-posedness results for L p data when p < 2. It seems
to us that one should be able to extend the following results to p > 2 but this would
require other methods and we leave this open.
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6.1. More about gradient bounds for semigroups

We need to use the following quantified version of the boundedness property for the
gradient of semigroups for autonomous problems.
Definition 6.1. For 1  q < 2, 3, � > 0, M : [2, q 0) ! (0,1), let us define
M(3, �, q,M) ⇢ L1(Rn;Mn(C)) by A 2 M(3, �, q,M) if and only if A
satisfies (1.2) with constants 3, �, and the following holds for L = �div Ar,

sup
t>0

�
�
�
p
tre�t L

⇤
�
�
�

L (Lr )
 M(r) < 1 8r 2 [2, q 0).

Asmentioned in the proof of Proposition 2.8, this implies that there exists a function
M 0 : [1, 2] \

⇣
nq
n+q , 2

i
! (0,1), such that

sup
t�0

�
�e�t L

�
�

L (L p)  M 0(p) < 1 8 p 2 [1, 2] \

✓
nq
n + q

, 2
�

.

Recall that for p = 2, M 0(2) = 1 by the contraction property ot the semigroup.
Remark 6.2. Any A constant, or even continuous and periodic or almost periodic
on Rn belongs toM(3, �, 1,M) for some function M (see [5, Section 3] and the
references therein).
Definition 6.3. Let A 2 L1(Rn+1

+ ;Mn(C)) and I ⇢ R+ be a bounded interval.
We define AI =

R
I A(t, .) dt 2 L1(Rn;Mn(C)).

Lemma 6.4. If A 2 L1(Rn+1
+ ;Mn(C)) satisfies (1.2), then there exist q 2 [1, 2),

and M : [2, q 0) ! (0,1) such that

AI 2 M(3, �, q,M) for all bounded interval I.

Proof. It is immediate that AI satisfies (1.2) with constants 3, �. We need the
existence of q and M that works for all AI . This is provided by Remark 2.11.

6.2. Existence and uniqueness for p < 2 with BV (L1) coefficients

Definition 6.5. We denote by BV (L1) := BV ([0,1); L1(Rn;Mn(C))) the
space of functions A : (0,1) ! L1(Rn;Mn(C)) with (semi-)norm

kAkBV (L1) =sup

(
1X

k=0
kA(tk+1,·)�A(tk,·)kL1;(tk)k2N non decreasing in [0,1)

)

.

If the semi-norm is zero then A is independent of t . The BV condition can thus be
seen as a (large) perturbation of the autonomous case.

Let

A(t, x) =
1X

k=0
11[tk ,tk+1)(t)Ak(x),
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with Ak 2 L1(Rn;Mn(C)) for all k 2 N, and (tk)k2N increasing from t0 = 0 to
1. It is easy to see that A 2 BV (L1) if and only if

P1
k=0 kAk+1 � AkkL1 < 1,

and in this case the sum equals kAkBV (L1). Moreover, if all Ak satisfy (1.2) with
same ellipticity constants �,3, then so does A. This is representative of the general
situation thanks to the next lemma.

Lemma 6.6. Let A 2 L1(Rn+1
+ ;Mn(C)) \ BV (L1) satisfy (1.2) with constants

3, �. For j 2 N, and (t, x) 2 Rn+1
+ , let us define

A j (t, x) =
1X

m=0
11[ m

2 j
,m+1
2 j

)(t)
Z m+1

2 j

m
2 j

A(s, x) ds.

Then

(i) For all j 2 N, A j satisfies (1.2) with constants 3, �;
(ii) For almost every (t, x) 2 (0,1) ⇥ Rn , A j (t, x) ���!

j!1
A(t, x);

(iii) For all j 2 N, kA jkBV (L1)  kAkBV (L1).

Proof. (i) and (ii) follow directly from the definition of A j and Lebesgue’s differ-
entiation theorem. We turn to (iii). By the discussion above

kA jkBV (L1) =
1X

m=0

�
�
�
�
�

Z m+2
2 j

m+1
2 j

A(s, x)ds �
Z m+1

2 j

m
2 j

A(s, x)ds

�
�
�
�
�
L1


Z 2� j

0

1X

m=0

�
�
�
�A

✓
m + 1
2 j

+s,·
◆

�A
⇣m
2 j

+s,·
⌘��
�
�
L1
dskAkBV (L1).

Lemma 6.7. Let q 2 [1, 2), M : [2, q 0) ! (0,1), and 3, � > 0. Let A 2
L1(Rn+1

+ ;Mn(C)) \ BV (L1) be of the form

A(t, x) =
1X

k=0
11[tk ,tk+1)(t)Ak(x),

with Ak 2M(3, �, q,M) for all k 2 N, and (tk)k2N increasing from t0 = 0 to 1.
Then, for all p 2 (max{(1, 2n

n+q 0 }, 2), and v0 2 L p(Rn),

[v : (t, x) 7! 0(t, 0)v0(x)] 2 L1(L p)

and kv0kp ⇠ kvkL1(L p), with constants depending only on p, q,M, �,3 and the
BV norm of A.

Remark 6.8. The range of p within [1, 2) depends only on the one of Proposi-
tion 2.8. According to Remark 2.10, 2n

n+q 0 can be improved to qn
n+q .
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Proof. By density, it is enough to assume v0 2 L2(Rn) \ L p(Rn). Then v 2
C0(L2). For k 2 N, set vk = 0(tk, 0)v0 and

wk(t, ·) =

(
e�(t�tk)Lkvk, if t � tk,
0, if t < tk,

where Lk = �div Akr. Observe that, for t 2 [tk, tk+1), and s 2 [ti , ti+1) with
i  k, we have that

0(t, s) = e�(t�tk)Lk e�(tk�tk�1)Lk�1 . . . e�(ti+1�s)Li .

This was proven for finite sequences (t j ) j=0,...,N+1, but uniqueness in Theorem
3.11 gives us this formula even for infinite sequences. Thus we have that v(t, ·) =
wk(t, ·) for all t 2 [tk, tk+1]. Observe that for all w 2 L2(Rn) and t � tk+1,

e�(t�tk+1)Lk+1
�
e�(tk+1�tk)Lkw

�

= e�(t�tk)Lkw �
Z t

tk+1
e�(t�� )Lk+1div (Ak+1 � Ak)re�(��tk)Lkw d�.

Hence, for t � tk+1,

wk+1(t, ·) = wk(t, ·) �
Z t

tk+1
e�(t�� )Lk+1div (Ak+1 � Ak)rwk(�, ·) d�.

Therefore, by Proposition 2.8 and the value of p, we have that
�
�11[tk+1,1)r(wk+1 � wk)

�
�
T p,2


�
�M̃Lk+1

�
�

L (T p,2)

�
�Ak+1 � Ak

�
�
L1

�
�11[tk+1,1)rwk

�
�
T p,2 .

The norms kM̃Lk+1kL (T p,2) are uniformly bounded from our assumption Ak 2
M(3, �, q,M) for all k 2 N. Thus there exists a constant C > 0, depending only
on p, q,M and the ellipticity constants in (1.2), such that

�
�rwk+1

�
�
T p,2 

�
1+ C

�
�Ak+1 � Ak

�
�
L1

���rwk
�
�
T p,2 .

Iterating, and using [9, Proposition 2.1], we have that

krwkkT p,2 
kY

j=0
(1+ CkA j+1 � A jkL1)krw0kT p,2  eCkAkBV (L1)kv0kL p ,

since
P1

j=0 kA j+1 � A jkL1 = kAkBV (L1) for this particular A. So far, we have
not used that 1 < p < 2 in the statement. We note for further use that

sup
k2N

�
�11[tk ,tk+1)rv

�
�
T p,2  eCkAkBV (L1)kv0kL p . (6.1)
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The estimate on wk is sufficient to control kv(t, ·)kL p when 1 < p < 2 as we
now show. Let t 2 [tk, tk+1) for some k 2 N. Using successively that Ak 2
M(3, �, q,M) for all k 2 N, [5, Corollary 3.6 and Theorem 5.1] , a change of
variable s 7! s � tk in the fourth line and p < 2 in the fifth line in applying
[9, Proposition 2.1], we have the following chain of inequalities, with constants
independent of t and k:

kv(t, ·)kL p = ke�(t�tk)LkvkkL p

. kvkkL p

.

�
�
�
�
�

✓Z 1

0

�
�
�re�sLkvk

�
�
�
2
ds
◆ 1
2
�
�
�
�
�
L p

=

�
�
�
�
�

✓Z 1

0
|rwk(s, .)|2 ds

◆ 1
2
�
�
�
�
�
L p

. krwkkT p,2  eCkAkBV (L1)kv0kL p .

Theorem 6.9. Let A 2 L1(Rn+1
+ ;Mn(C))\ BV (L1) satisfy (1.2) with constants

3, �. Let q 2 [1, 2), and M : [2, q 0) ! (0,1) be such that AI 2M(3, �, q,M)
for all bounded intervals I of R+.

Let p 2 (max{1, 2n
n+q 0 }, 2)1 and u0 2 L p(Rn). Then

(i) sup0st<1 k0(t, s)kL (L p) < 1;
(ii) The function u : (t, x) 7! 0(t, 0)u0(x) is the unique global weak solution of

(1.1) in L1(L p) or in X p such that u(0, ·) = u0.
Moreover, u 2 C0(L p), and kukL1(L p) ⇠ ku0kL p ⇠ kukX p ;

(iii) The solution u given in (i i) is such that ru 2 T p,2, and krukT p,2 ⇠ku0kL p .
Proof. By Corollary 5.10, we have that (i) implies (ii).

Next, (ii) =) (iii) is proven, using independent arguments that do not rely
on the BV (L1) assumption, in Proposition 7.1 and Theorem 7.3.

Let us now prove (i). Assume that u0 2 L2(Rn) \ L p(Rn). Let {A j , j 2 N}
be the family of approximations of A defined in Lemma 6.6. Let u( j) denote the
corresponding global weak solution of @tv = div A jrv. By Lemma 6.7, we have
that ku0kL p ⇠ ku( j)kL1(L p) for all j 2 N with implied constants independent of
j . Moreover ku0kL2 ⇠ ku( j)kL1(L2) ⇠ kru( j)kL2(L2) uniformly in j 2 N. There-
fore, there exists a subsequence (v( j)) j2N of (u( j)) j2N, a function v 2 L1(L2),
and a function u 2 L1(L p) such that

v( j) ���!
j!1

v weak⇤ in L1(L2),

rv( j) ���!
j!1

rv weak⇤ in L2(L2),

v( j) ���!
j!1

u weak⇤ in L1(L p).

1 The range can be larger according to Remark 6.8.
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We have that v = u as distributions, and that v is a global weak solution of (1.1).
By Theorem 3.11, it follows that v(t, x) = 0(t, 0)u0(x) for all t � 0 and almost
every x 2 Rn . Therefore, for all t � 0, k0(t, 0)u0kL p = kv(t, .)kL p . ku0kL p .
Thus 0(t, 0) extends to a bounded operator on L p(Rn), with norm independent of t .
Starting at s > 0 instead of 0 gives in the same way that supt2[s,1) k0(t, s)kL (L p)
is controlled by the BV (L1) norm of A on the interval [s,1), which is smaller
than the one on [0,1).

Remark 6.10. Curiously, we are not able to prove (iii) using the approach of Lem-
ma 6.7.
Remark 6.11. In the general situation, we can obtain all values of p 2 (1, 2) if
n = 1, 2, and all values p 2 ( 2n

n+2 � "(3, �), 2) if n � 3. If A(t, x) depends only
on t or is periodic and continuous with respect to x for all t > 0 with common
period, or even almost periodic for all t > 0, then we obtain p 2 (1, 2) in any
dimension.

6.3. Existence and uniqueness for p < 2: small perturbations of autonomous
equations or continuous coefficients

We now turn to an existence and uniqueness result for small perturbations of an
autonomous problem or for continuous coefficients on a finite interval. We start
with the following variant of Duhamel’s formula.

Lemma 6.12. Let f 2 L2(L2) and h 2 L2(Rn). Let A 2 L1(Rn,Mn(C)) satisfy
(1.2) and L = �div Ar. Define, for all t > 0,

u(t, ·) = e�t Lh +RL f (t, ·),

where
RL f : (t, x) 7!

Z t

0
e�(t�s)Ldiv f (s, ·)(x) ds,

is the bounded operator from T 2,2 to X2 from Proposition 2.12. Then u is the
unique element of Ẇ (0,1) such that, for all � 2 D,

hu, @t�i = hAru,r�i + h f,r�i,

and Tr(u) = h.

Proof. We first assume that f 2 D. Define v0 : (t, x) 7! e�t Lh(x) and

v = v0 +RL f.

By semigroup theory, v 2 C (L2), and satisfies @tv = �Lv0 + div f . By Proposi-
tion 2.13 and Step 0 of the proof of Theorem 3.11, we have that rv 2 L2(L2), and
thus

hv, @t�i = hArv,r�i + h f,r�i,

for all � 2 D, as well as Tr(v) = h.
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Now, we turn to a general f 2 L2(L2), and let ( fk)k2N be a sequence of
functions in D converging to f in L2(L2). Define, for all k 2 N,

uk = v0 +RL fk, and u = v0 +RL f.

Then uk ���!
k!1

u in X2 and ruk ���!
k!1

ru in L2(L2), using Propositions 2.12
and 2.8. Therefore

hu, @t�i = hAru,r�i + h f,r�i,

for all � 2 D. Since Tr(vk) = h for all k 2 N, and Tr is continuous from Ẇ (0,1)
to L2 by Lemma 3.1, we also have that Tr(u) = h.

We turn to uniqueness. Let ũ 2 Ẇ (0,1) be another solution of

hũ, @t�i = hArũ,r�i + h f,r�i,

for all � 2 D, with Tr(ũ) = h. Then w = u � ũ is a solution of

@tw = div Arw, w 2 Ẇ (0,1), Tr(w) = 0,

and thus u = ũ by Theorem 3.11.

Corollary 6.13. Let A 2 L1(Rn+1
+ ,Mn(C)) and A 2 L1(Rn,Mn(C)) satisfy

(1.2). Let L = �div Ar. For all t > 0 and h 2 L2(Rn), the following holds in
L2(Rn):

0(t, 0)h = e�t Lh +
Z t

0
e�(t�s)Ldiv (A(s, .) � A)r0(s, 0)h ds. (6.2)

Proof. Let h2L2(Rn), define v0(t,·)=e�t Lh, and f (t,·)=(A(t,·) � A)r0(t, 0)h
for all t > 0. We have that f 2 L2(L2) by Theorem 3.11. Define u = v0 +RL f ,
and ũ(t, .) = 0(t, 0)h for all t > 0. Using Lemma 6.12, we have the following, for
all � 2 D:

hu, @t�i = hAru,r�i + h(A � A)rũ,r�i.

Since ũ 2 Ẇ (0,1) is a global weak solution of (1.1) with Tr(ũ) = h, we have that
u � ũ 2 Ẇ (0,1) is a global weak solution of @t (u � ũ) = div Ar(u � ũ), with
Tr(u � ũ) = 0. Therefore u = ũ by Theorem 3.11.

Theorem 6.14. Let q 2 [1,2), and M : [2, q 0)! (0,1), and let A2M(3,�,q,M).
Let p 2

⇣
max{1, 2n

n+q 0 }, 2
⌘
and assume

" := kA � AkL1 <
1

kM̃LkL(T p,2)

, (6.3)

where L = �div Ar. Then

sup
0st<1

k0(t, s)kL (L p) < 1.

Consequently, the conclusions of Corollary 5.10 hold in any open subinterval (r, 2)
on which (6.3) is valid.
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Proof. Let u0 2 L p(Rn) \ L2(Rn), and define u(t, ·) = 0(t, 0)u0. We want to
show that kukL1(L p) . ku0kL p with constant independent of u0.

Let us first assume that A is of the form

A j (t, x) =
4 j�1X

m=0
11[ m

2 j
,m+1
2 j

)(t)
Z m+1

2 j

m
2 j

A(s, x) ds + 11[2 j ,1)(t)A(x),

for some j 2 N and almost every (t, x) 2 (0,1)⇥Rn . With this hypothesis, apply-
ing (6.1) 4 j + 1 times, we have the a priori information that ru 2 T p,2 with norm
depending on j . However, we first show that krukT p,2 ⇠ ku0kL p independently
of j . Then we deduce a bound on kukX p and, finally, a bound on kukL1(L p).

Step 1. Using the representation (6.2) with v(t, ·) = e�t Lu0 for all t > 0, we also
have that

krukT p,2  krvkT p,2 + kM̃L(A � A)rukT p,2 .

Using [5, Corollary 6.10] and Proposition 2.8 (Recall that p > nq
n+q which is the

exponent found in [5] and p < 2), this gives us that

krukT p,2  Cku0kL p + "kM̃LkL(T p,2)krukT p,2,

for some constant C > 0. Therefore, with C 0 = C(1 � "kM̃LkL(T p,2))
�1, in-

dependent of j , we have krukT p,2  C 0ku0kL p . Using (6.2) with L = �1 and
w(t, ·) = et1u0 for all t > 0, together with a classical conical Littlewood-Paley
estimate for w, we have that

ku0kL p ⇠ krwkT p,2 . krukT p,2 + kM̃�1(A � I )rukT p,2 . krukT p,2 .

Step 2. Using Proposition 2.12 together with the representation (6.2) with L = �1
and Step 1, we have that

kukX p . kwkX p + krukT p,2 . kwkX p + ku0kL p .

The L p boundedness of the non-tangential maximal function forw yields kwkX p .
ku0kL p , hence kukX p . ku0kL p .
Step 3. For t > 0, using Hölder’s inequalities as p < 2 and Proposition 3.6, we
have

ku(t, ·)kpL p =
Z

Rn

Z

B(x,
p
t)

|u(t, x)|p dx dy

.
Z

Rn

✓Z

B(y,
p
t)

|u(t, x)|2 dx
◆ p
2
dy . kukpX p .

For all u0 2 L p(Rn) \ L2(Rn), we thus have obtained from this and Step 2 that

sup
t>0

ku(t, ·)kL p . ku0kL p .
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The operators 0(t, 0) thus extend to bounded operators on L p(Rn), and one has
the uniform estimate sup0<t k0(t, 0)kL (L p) < 1. Furthermore, we obtain strong
continuity of 0(t, 0) at 0 in L p(Rn) from the one on L2(Rn) as we work for p in
an open interval. Thus, ku0kL p  kukL1(L p). In conclusion, we have shown that

kukX p ⇠ ku0kL p ⇠ krukT p,2 ⇠ kukL1(L p).

The same reasoning gives us that sup0st<1 k0(t, s)kL (L p) < 1. Note that the
bound is uniform for all j .

The rest of the proof is identical to the proof of Theorem 6.9, using the family
{A j , j 2 N} of approximations of A at the beginning of the proof rather than the
approximations given by Lemma 6.6.

Theorem 6.15. Assume A 2 C ([0, T ]; L1(Rn;Mn(C))) and that there are q 2
[1, 2), and M : [2, q 0) ! (0,1) such that A(s, ·) 2 M(3, �, q,M) for all s 2
[0, T ]. For p 2 (max{1, 2n

n+q 0 }, 2), we have that

sup
0st<T

k0(t, s)kL(L p) < 1. (6.4)

Consequently, the conclusions of Corollary 5.10 hold replacing t > 0 by t 2 (0, T ],
global solutions by local solutions on (0, T ), and C0(L p) by C ([0, T ]; L p).

Proof. Let u0 2 L p(Rn) \ L2(Rn) and define u(t, ·) = 0(t, 0)u0. We want to
show (6.4). To do so, we adapt the proof of Theorem 6.14. For " > 0, choose
� > 0 according to the uniform continuity of A on [0, T ] such that kA(s, ·) �
A(s 0, ·)kL1 < " if |s � s0|  2�. We may assume that � = T

2k for some k 2 N.
We begin by replacing A by A j (t, x) =

P2 j�1
m=0 11[mT

2 j
, (m+1)T

2 j
)
(t)A(mT2 j , x), for

j > k. We still denote the solution by u to keep the notation simple. With such
coefficients, we know from (6.1) that krukT p,2 < 1 qualitatively.

Step 1. Using the representation (6.2) with v(, ·) = e�t Lu0, L = �div A(0, ·)r,
we have

k11(0,2�)rukT p,2  k11(0,2�)rvkT p,2 + k11(0,2�)M̃L(A j � A(0, ·))ru)kT p,2 .

Note that the truncation implies that the only values of A(s, x) that play a role are
those for s 2 [0, 2�]. Thus as j � k, we obtain,

k11(0,2�)rukT p,2  Cku0kL p + "kM̃LkL (T p,2)k11(0,2�)rukT p,2,

for some constant C > 0 independent of j . Therefore, having first chosen " > 0
with "kML k L (T p,2) < 1, using the finiteness of k 11(0,2�) rukT p,2 , we have
k11(0,2�)rukT p,2  C 0ku0kL p , with C 0 = C(1� "kM̃LkL (T p,2))

�1.
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Step 2. Set w(t, ·) = et1u0. Using Proposition 2.12 together with the representa-
tion (6.2) with L = �1 and step 1, we have that

k11(0,2�)ukX p . k11(0,2�)wkX p + k11(0,2�)rukT p,2 . kwkX p + ku0kL p .

The L p boundedness of the non-tangential maximal function forw yields kwkX p .
ku0kL p , hence k11(0,2�)ukX p . ku0kL p .
Step 3. For 0 < t  �, using Hölder’s inequalities as p < 2 and Proposition 3.6,
we have

ku(t, ·)kpL p =
Z

Rn

Z

B(x,
p
t)

|u(t, x)|p dx dy

.
Z

Rn

✓Z

B(y,
p
t)

|u(t, x)|2 dx
◆ p
2
dy . k11(0,2�)uk

p
X p .

For all u0 2 L p(Rn) \ L2(Rn), we thus have that

sup
0<t�

ku(t, ·)kL p . ku0kL p .

Therefore, the operators 0(t, 0) extend to bounded operators on L p(Rn), and one
has the uniform estimate sup0<t� k0(t, 0)kL (L p) < 1. Furthermore, we obtain
strong continuity of 0(t, 0) at 0 in L p(Rn) from the one on L2(Rn) as we work for
p in an open interval. In conclusion, we have shown that

ku0kL p ⇠ sup
0t�

ku(t, ·)kL p .

Given the form of A j , one can obtain similarly supm�st(m+1)� k0(t, s)kL (L p)
< 1. Iterating at most T� times, using the reproducing formula for the propagators,
we obtain sup0stT k0(t, s)kL (L p) < 1.

We conclude for A as in Theorem 6.9 using the above approximations A j of
A, remarking that the bound obtained for the propagators of A j are uniform for j
large enough and depend solely on the uniform continuity assumption and T .

Remark 6.16. In this argument, we only used properties of the semigroups for each
coefficients A(s, ·) on a bounded interval. Thus we may replace the assumption
A(s, ·) 2 M(3, �, q,M) for all s 2 [0, T ], by A(s, ·) 2 MT (3, �, q,M) for all
s 2 [0, T ]. The subscript T means that we consider the supremum in Definition 6.1
taken on (0, T ]. For example, any A 2 L1(Rn,Mn(C)) that is uniformly continu-
ous (or even that belongs to VMO) onRn belongs toMT (3, �, 1,M) for some M
and all T > 0; see [4]. In particular for any A 2 C ([0,1); L1(Rn;Mn(C))) such
that A(s, ·) is uniformly continuous on Rn , uniformly for s � 0 (the uniformity in
s is imposed to guarantee that we have the same function M for all A(s, ·)), we
can apply our result with p 2 (1, 2) and obtain global solutions in C (L p) (but not
bounded). For example, it applies to any A which is uniformly continuous onRn+1

+ .
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7. Square functions and maximal functions a priori estimates

We prove here some comparisons between conical square functions in L p(Rn),
namely krukT p,2 and non-tangential maximal functions in L p, namely kukX p for
weak solutions of @t u = div Aru. In the case of autonomous equations, such
bounds are obtained in [22] for p � 1. It is tempting to study the cases where
p < 1 as well, but this is outside the scope of the present work.

7.1. Controlling the maximal function by the square function for 1  p < 1

As a consequence of Proposition 2.12 and classical Littlewood-Paley theory, we
first obtain the following control of the maximal function by the square function.

Proposition 7.1. Let 1  p < 1, u0 2 L2(Rn), and u(t, ·) = 0(t, 0)u0 for all
t > 0. If ru 2 T p,2, then u 2 X p, and

kukX p . krukT p,2

with implicit constant independent of u.

Proof. Set v(t, .) = et1u0 for all t > 0. Using (6.2) with L = �1 and Proposi-
tion 2.12, we have that

kukX p . kvkX p + kR�1kL(T p,2,X p)kA � IkL1krukT p,2 .

Using (6.2) again, together with the classical conical Littlewood-Paley estimate,
and Proposition 2.8, we also have that

kvkX p .kv⇤kL p .krvkT p,2 .krukT p,2+kM̃�1(A� I )rukT p,2 .krukT p,2 .

Note that the range can be improved to p > n
n+1 , which is the same range as

for the classical conical Littlewood-Paley estimate.
As a corollary, we have the following improvement of Theorem 3.11.

Corollary 7.2. For all u0 2 L2(Rn), the problem

@t u = div Aru, u 2 X2, Tr(u) = u0

is well-posed. Moreover, the solution u is the energy solution, i.e. u(t, ·) =
0(t, 0)u0 for all t > 0, and

ku0kL2 = kukL1(L2) . kukX2 . krukL2(L2) 

r
1
2�

ku0kL2 .
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Proof.

Existence. Let u(t, ·) = 0(t, 0)u0 for all t > 0. By Proposition 7.1 and Theo-
rem 3.11, we have that

kukX2 . krukT 2,2 = krukL2(L2) 

r
1
2�

ku0kL2 .

Uniqueness. We have by Proposition 3.6 that kukL1(L2) . kukX2 for all u 2 X2,
and L1(L2) is a class of uniqueness as shown in Theorem 5.2.

7.2. Controlling the square function by the maximal function for p 2 [1, 2)

Theorem 7.3. Let u be a global weak solution of (1.1). Let p 2 [1, 2), and assume
that u 2 X p. Then ru 2 T p,2 and

krukT p,2 . kukX p ,

with constant depending only on the ellipticity parameters in (1.2).

Note that the proof works for 0 < p < 1 as well with the definitions of T p,2 and
X p extended to these values.

Proof. The proof is highly similar to its autonomous counterpart in [22, Theorem
6.1], itself based on Fefferman-Stein’s original argument for L = �1 in [20].
The only difference is that we need to use cut-off functions rather than integration
by parts to localise near the boundary of truncated cones, Proposition 3.6 instead
of Caccioppoli’s inequalities, and Kenig-Pipher’s maximal function instead of the
maximal function used in [22]. We include the full proof for the convenience of the
reader. Let ", R, � > 0 with " < R

6 . Pick � > 0 to be determined later. Recall that

N�(u)(x) = sup
�>0

 Z �2�2

�2

Z

B(x,��)
|u(t, y)|2 dy dt

! 1
2

8x 2 Rn.

Define E = {x 2 Rn ; N�u(x)  � }, and E⇤ = {x 2 E ; 8r > 0 |B(x, r)\ E | �
1
2 |B(x, r)|}. Let B = Ec, B⇤ = (E⇤)c, and, for x 2 Rn , ↵ > 0,

0",R,↵(x) =
�
(t, y) 2 [0,1) ⇥ Rn ; |y � x | < ↵t and " < t < R

 
,

as well asR",R,↵(E⇤) =
S

x2E⇤ 0",R,↵(x).
We also define B̃",R(E⇤) = B̃"(E⇤) [ B̃R(E⇤) [ B̃0(E⇤), where

B̃"(E⇤) =
�
(t, y) 2 [0,1) ⇥ Rn ; t 2 (", 2") and d(y, E⇤) < t

 
,

B̃R(E⇤) =
�
(t, y) 2 [0,1) ⇥ Rn ; t 2 (R, 2R) and d(y, E⇤) < t

 
,

B̃0(E⇤) =
�
(t, y) 2 [0,1) ⇥ Rn ; t 2 (", 2R) and t/2  d(y, E⇤) < t

 
.
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Note that
R",2R,1(E⇤) = R2",R,1/2(E⇤) [ B̃",R(E⇤).

We remark that
Z

E⇤

 Z 1

0

Z

B(x,
p
t
2 )

|ru(t, y)|2 dy dt

!

dx

= 2
Z

E⇤

 Z 1

0

Z

B(x, s2 )
s|ru(s2, y)|2 dy ds

!

dx,

and
Z

E⇤

✓Z R

2"

Z

B(x,s)
s|ru(s2, y)|2 dy ds

◆
dx  cn

Z

R2",R,1/2(E⇤)
s|ru(s2, y)|2 dy ds,

with cn the reciprocal of the volume of the unit ball. We estimate the last integral.
To do so, set

�(t, y) =

✓
1� ⌘

✓
2 d(y, E⇤)

t

◆◆
⌘

✓
t
"

◆✓
1� ⌘

✓
t
R

◆◆
8(t, y) 2 Rn+1

+ ,

where ⌘ 2 C 1
c ([0,1), [0, 1]) is equal to 1 on [2,1), and equal to 0 on [0, 1].

Notice that � is almost everywhere differentiable, supported in R",2R,1(E⇤), and
constantly equal to 1 on R2",R, 12 (E⇤). Moreover, for all (t, y) 2 R",2R,1(E⇤), we
have that |r�(t, y)|  2k⌘0k1

p
n

t . For (t, y) 2 B̃"(E⇤), we have,

|@t�(t, y)|  2k⌘0k1

✓
1
t

+
d(y, E⇤)

t2

◆

4k⌘0k1

t
.

The same reasoning gives us that |@t�(t, y)|  4k⌘0k1
t , for all (t, y) 2 B̃R(E⇤). For

(t, y) 2 B̃0(E⇤), we also have that |@t�(t, y)|  2k⌘0k1d(y,E⇤)

t2  2k⌘0k1
t . Putting

all these estimates together, we have shown that there exists C > 0 such that for all
(t, y) 2 R",2R,1(E⇤), we have that

|r�(t, y)| + |@t�(t, y)| 
C
t

.

According to Remark 3.7, provided we show that (s, x) 7! u(s2, x)�2(s, x) 2
L2(", 2R; H1(Rn)), we can use this function as a test function. We assume this for
now, and estimate as follows:

Z

R2",R,1/2(E⇤)
s
�
�
�ru(s2, y)

�
�
�
2
dy ds

 2�<e
Z

Rn+1
+

s�2(s, y)A
⇣
s2, y

⌘
ru

⇣
s2, y

⌘
· ru(s2, y) dy ds

. J1 + J2 + J3,
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where

J1 =

�
�
�
�
�

Z

Rn+1
+

s A(s2, y)ru(s2, y) · u(s2, y)r(�2(s, y)) dy ds

�
�
�
�
�
,

J2 =

�
�
�
�

Z

R+

h@s(�(s, y)u(s2, y)), u(s2, y)�(s, y)i ds
�
�
�
� ,

J3 =

�
�
�
�
�

Z

Rn+1
+

u(s2, y)@s(�(s, y))u(s2, y)�(s, y) dy ds

�
�
�
�
�
.

Here, we notice that for each s, the bracket is the duality H�1(Rn), H1(Rn). Hence,
J2 = 1

2
R
R+
@sk�(s, ·)u(s2, ·)k2L2 ds = 0. Moreover,

J1 .
Z

B̃",R(E⇤)

�
�
�u

⇣
s2, y

⌘��
�
�
�
�ru

⇣
s2, y

⌘��
� dy ds,

J3 .
Z

B̃",R(E⇤)

�
�
�u

⇣
s2, y

⌘��
�
2 dy ds

s
.

This yields

Z

E⇤

 Z R

2"

Z

B(x, s2 )
s
�
�
�ru

⇣
s2, y

⌘��
�
2
dy ds

!

dx

.
Z

B̃",R(E⇤)

�
�
�u

⇣
s2, y

⌘��
�
2 dy ds

s

+

✓Z

B̃",R(E⇤)

�
�
�u

⇣
s2, y

⌘��
�
2 dy ds

s

◆ 1
2
✓Z

B̃",R(E⇤)
s
�
�
�ru

⇣
s2, y

⌘��
�
2
dy ds

◆ 1
2
.

We now consider the following six integrals, recalling that B̃",R(E⇤) = B̃"(E⇤) [
B̃R(E⇤) [ B̃0(E⇤).

I1 =
Z

B̃"(E⇤)
|u(s2, y)|2

dy ds
s

, I2 =
Z

B̃"(E⇤)
s|ru(s2, y)|2 dy ds,

I3 =
Z

B̃R(E⇤)
|u(s2, y)|2

dy ds
s

, I4 =
Z

B̃R(E⇤)
s|ru(s2, y)|2 dy ds,

I5 =
Z

B̃0(E⇤)
|u(s2, y)|2

dy ds
s

, I6 =
Z

B̃0(E⇤)
s|ru(s2, y)|2 dy ds.
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For I1, we have the following:

I1 .
Z

B̃"(E⇤)

✓Z

E\B(y,s)
s�n dx

◆
|u(s2, y)|2

dy ds
s

.
Z 2"

"

Z

E

Z

B(x,s)
|u(s2, y)|2

dy ds dx
s

.
Z

E

Z 4"2

"2

Z

B(x,2")
|u(s, y)|2

dy ds dx
s

.
Z

E
sup
�>0

Z 4�2

�2

Z

B(x,2�)
|u(s, y)|2 dy ds dx =

Z

E
|N2u(x)|2 dx .

To handle I2, we use Proposition 3.6, and a covering argument, to obtain the fol-
lowing:

I2 .
Z 2"

"

Z

E

Z

B(x,2")
s|ru(s2, y)|2 dy ds dx

.
Z

E

Z 4"2

"2

Z

B(x,2")
|ru(s, y)|2 dy ds dx

.
Z

E

Z 4"2

"2/2

Z

B(x,4")
|u(s, y)|2 dy ds dx =

Z

E
|N4u(x)|2 dx .

In the same way I3+ I4 .
R
E |N4u(x)|2 dx . We now turn to I5, I6, using a Whitney

decomposition of B⇤: there exist c1, c2 2 (0, 1) with c2 > c1, and c3 2 N, such
that B⇤ =

S1
k=0 B(xk, rk) for some xk 2 Rn and rk > 0 such that

8k 2 N c1 d(xk, E⇤)  rk  c2 d(xk, E⇤),

8x 2 B⇤ |{k 2 N ; x 2 B(xk, rk)}|  c3.

We have the following:

I5 .
1X

k=0

Z 2rk( 1c1+1)

rk( 1c2�1)

Z

B(xk ,rk)
|u(s2, y)|2

dy ds
s

.
1X

k=0
rnk

Z 4r2k (
1
c1

+1)2

r2k (
1
c2

�1)2

Z

B(xk ,
c2
1�c2

p
s)

|u(s, y)|2 dy ds.

Now remark that, for k 2 N and s 2 [r2k (
1
c2 � 1)2, 4r2k (

1
c1 + 1)2]:

d(xk, E)  d(xk, E⇤) 
rk
c1


c2

c1(1� c2)
p
s.

Therefore, there exists x 0
k 2 E such that

B
✓
xk,

c2
1� c2

p
s
◆

⇢ B
✓
x 0
k,

c2
1� c2

✓
1
c1

+ 1
◆

p
s
◆

.
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This yields

I5 .
1X

k=0
rnk sup

k2N

 Z 4r2k (
1
c1

+1)2

r2k (
1
c2

�1)2

Z

B(x 0
k ,

c2
1�c2

( 1c1
+1)

p
s)

|u(s, y)|2 dy ds

!

. |B⇤| sup
z2E

|N� u(z)|2,

for some � � 4 depending only on c1, c2. In the same way, using Proposition 3.6,
we also have that

I6 .
1X

k=0

Z 4r2k (
1
c1

+1)2

r2k (
1
c2

�1)2

Z

B(xk ,
c2
1�c2

p
s)

|ru(s, y)|2 dy ds,

.
1X

k=0

Z 4r2k (
1
c1

+1)2

r2k (
1
c2

�1)2/2

Z

B(xk ,
2c2
1�c2

p
s)

|u(s, y)|2 dy ds . |B⇤| sup
z2E

|N� 0u(z)|2,

for some � 0 � � depending only on c1, c2. Now fix � = � 0. Summing all the
estimates, and taking limits as " ! 0 and R ! 1, we have the following:

Z

E⇤

Z 1

0

Z

B(x,
p
t
2 )

|ru(t, y)|2 dy dt dx . |B⇤|� 2 +
Z

E
|N�u(z)|2 dz.

Now we consider the distribution functions defined by

gS(� ) =

�
�
�
�
�
�

8
<

:
x 2 Rn ;

 Z 1

0

Z

B(x,
p
t
2 )

|ru(t, y)|2 dy dt

! 1
2

> �

9
=

;

�
�
�
�
�
�
,

gN (� ) =
�
��x 2 Rn ; N�u(x) > �

 �� .

We have that |B⇤| . |B| = gN (� ), and that
Z

E
|N�u(x)|2 dx  2

Z �

0
tgN (t) dt.

This implies

gS(� ) . |B⇤| +
1
� 2

Z

E

Z 1

0

Z

B(x,
p
t
2 )

|ru(t, y)|2 dy dt dx

. |B⇤| +
1
� 2

Z

E⇤
|N�u(x)|2 dx . gN (� ) +

Z �

0
tgN (t) dt.

Therefore, as p < 2,
Z 1

0
� p�1gS(� ) d� .

Z 1

0
� p�1gN (� ) d� +

Z 1

0
� p�3

Z �

0
tgN (t) dt d�

.
Z 1

0
� p�1gN (� ) d�,

and thus ru 2 T p,2 with krukT p,2 . kN�ukL p . kukX p .
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To finish the proof, we check that

(s, x) 7! u(s2, x)�2(s, x) 2 L2(", 2R; H1(Rn)).

We begin by checking
R 2R
"

R
Rn |u(s2, x)�2(s, x)|2 ds dx < 1, with constants that

depend on ", R. Indeed, we may split [", 2R] into a finite number of intervals
[�2,�2�2]. For each of them, arguing as for I1, we obtain a bound

R
E |N�u(x)|2 dx .

By definition of E and p < 2, this does not exceed � 2�p R
Rn |N�u(x)|p dx < 1.

Next,
R 2R
"

R
Rn |r(u(s2, x)�2(s, x))|2 ds dx is estimated similarly, using Proposi-

tion 3.6 as for I2.

7.3. Controlling the square function by the maximal function for p 2 [2,1]

Theorem 7.4. Let u be a global weak solution of (1.1). Let p 2 [2,1]. If u 2 X p,
then ru 2 T p,2 with krukT p,2 . kukX p and implicit constant independent of u.

Proof.
Step 1. In this step we prove the result for p = 2. Let R, " > 0 with R � 1p

"
.

Let � 2 C1((0,1), [0, 1]) be supported in [", 1" ], and such that, for some constant
C > 0,

�(t)=1 8t 2

2",

1
2"

�
, |� 0(t)|

C
"

8t 2 [", 2"], |� 0(t)|C" 8t 2

1
2"

,
1
"

�
.

Let ✓ 2 C1(Rn, [0, 1]) be supported in B(0, 2R) and such that

✓(x) = 1 8x 2 B(0, R), |r✓(x)| 
C
R

8x 2 B(0, 2R) \ B(0, R).

For M > 0, define �M(t, x) = et1(11B(0,M))(x) for all (t, x) 2 (0,1) ⇥ Rn . Re-
mark that�M is smooth, that �M(t,x) increases asM increases with �M(t,x)����!

M!1
1 for all (t, x) 2 (0,1) ⇥ Rn , and that

kr�MkT1,2 ⇠ k11B(0,M)kBMO  2, k�MkL1(L1)  1.

Let R0 � 4R and set � = �R0 . We want to show

I :=
Z 1

0

Z

Rn
|ru(t, x)|2�(t, x)2✓(x)2�(t)2 dx dt . kuk2X2 =: J,

independently of u, R0, R and ". Indeed, if this is the case, then we can let R0 ! 1
first by monotone convergence, which implies a control of

R 1/2"
2"

R
B(0,R) |ru(t, x)|2

dx dt and it suffices to let R ! 1 and " ! 0.
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Let a = ", b = 1/" and � = B(0, 2R). Let  = �✓� (we forget the
variables to keep the notation reasonable) and remark that u 2 2 L2(a, b; H10 (�)).
According to Remark 3.7, we can use this as a test function to obtain

Z 1

0

Z

Rn
A(t, ·)ru(t, x) · r(u 2)(t, x)i dt dx=�

Z 1

0

D
@t u(t, ·), u 2(t, ·)

E
dt.

From ellipticity,

I .
�
�
�
�

Z 1

0

Z

Rn
A(t, x)ru(t, x) · r(u 2)(t, x) dx dt

�
�
�
�

+

�
�
�
�

Z 1

0

Z

Rn
A(t, x)ru(t, x) · r( 2)(t, x)u(t, x) dx dt

�
�
�
�

. I1 + I2 + I3,

where

I1 =

�
�
�
�

Z 1

0
h@t u(t, ·), (u 2)(t, ·)i dt

�
�
�
� ,

I2 =

�
�
�
�

Z 1

0

Z

Rn
A(t, x)ru(t, x) · �(t, x)r�(t, x)✓2(x)�2(t)u(t, x) dx dt

�
�
�
� ,

I3 =

�
�
�
�

Z 1

0

Z

Rn
A(t, x)ru(t, x) · �2(t, x)✓(x)r✓(x)�2(t)u(t, x) dx dt

�
�
�
� .

To estimate I1, we decompose further and obtain I1 . I1,1 + I1,2 + I1,3, where
(forgetting to write the t variable)

I1,1 =

�
�
�
�

Z 1

0
h@t (u✓��), u✓��i dt

�
�
�
� ,

I1,2 =

�
�
�
�

Z 1

0
hu✓�� · ✓�@t�, ui dt

�
�
�
� ,

I1,3 =

�
�
�
�

Z 1

0
hu✓�� · ✓�� 0, uidt

�
�
�
� .

In the first integral, the inner product is the H�1(�), H10 (�) duality so that we can
use Lions’ theorem again and we have that I1,1= 1

2
R 1
0 @tku(t, .)✓�(t,.)�(t)k22 dt=

0. In the other two integrals, the inner product can be rexpressed with the L2 duality.
To estimate I1,2, remark first that, if gt denotes the standard heat kernel defined by
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gt (z) = (⇡ t)�
n
2 e�

|z|2
4t , we have for all x 2 B(0, 2R) and for all t > 0,

|@t�(t, x)| .
�
�
�
�

Z

Rn
@t gt (x � y)11B(0,R0)(y) dy

�
�
�
�

=

�
�
�
�

Z

Rn
@t gt (x � y)11B(0,R0)c(y) dy

�
�
�
�

 C
Z

Rn
t�n/2�1e�

R2
4t e�

c|x�y|2
4t dy . R�2.

In this calculation, we used |x�y| � R0�2R � 2R, so that |x�y|2 � |x�y|2
4 +R2.

Now define k" 2 N such that 2k"  1
"2

< 2k"+1. We have the following:

I1,2 . R�2
k"X

k=0

Z 2k+1"

2k"

Z

Rn
|u(t, x)|2 dx dt . R�2

k"X

k=0
2k"kuk2X2 . kuk2X2,

using R�2"�1  1. Moreover

I1,3 .
Z 2"

"

Z

Rn
|u(t, x)|2 dx dt +

Z 1
"

1
2"

Z

Rn
|u(t, x)|2 dx dt . kuk2X2,

since |� 0(t)|  C
" for all t 2 [", 2"], and |� 0(t)|  C" for all t 2

h
1
2" ,

1
"

i
.

To estimate I2 we use Cauchy-Schwarz inequality, Harnack inequalities for
each @x j�, j = 1, . . . , n, and Carleson inequality (see [15, Proposition 3]) to obtain

I2 .
✓Z 1

0

Z

Rn
|ru(t, x)|2✓(x)2�(t, x)2�(t)2 dx dt

◆ 1
2

·

✓Z 1

0

Z

Rn
|u(t, x)|2|r�(t, x)|2 dx dt

◆ 1
2

= I
1
2

 Z 1

0

Z

Rn

 Z 2t

t

Z

B(x,
p
t)

|u(s, y)|2|r�(s, y)|2 dy ds

!

dx dt

! 1
2

. I
1
2

 Z 1

0

Z

Rn

 Z 2t

t

Z

B(x,
p
t)

|u(s, y)|2 dy ds

!

|r�(t, x)|2 dx dt

! 1
2

. I
1
2

 Z

Rn
sup

(t,x)20z

 Z 2t

t

Z

B(x,
p
t)

|u(s, y)|2 dy ds

!

dz kr�k2T1,2

! 1
2

. I
1
2 J

1
2 .
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For I3, we have by the Cauchy-Schwarz inequality and R�2"�1  1,

I3 . I
1
2

✓Z 1

0

Z

Rn
|u(t, x)|2|r✓(x)|2�(t, x)2�(t)2 dx dt

◆ 1
2

.
I
1
2

R

✓Z 1

0

Z

Rn
|u(t, x)|2�(t)2 dx dt

◆ 1
2

.
I
1
2

R

 
k"X

k=0
2k"

Z 2k+1"

2k"

Z

Rn

Z

B(x,
p
2k")

|u(t, y)|2 dy dt dx

! 1
2

.
I
1
2

R

⇣
2k" "

⌘ 1
2 J

1
2  I

1
2 J

1
2 .

Combining all the estimates, we have that I . I
1
2 J

1
2 + J . As I < 1 by definition,

we thus conclude that I . J as desired.

Step 2. In this step we prove the result for 2 < p  1 essentially by establishing a
local version of Step 1. Fix x0 2 Rn , R0, R > 0 with R0 � 4R, " > 0 and consider
� 2 C1(R, [0, 1]) supported in [", 4R2] such that, for some C > 0,

�(t) = 1 8t 2 [2", R2],

|� 0(t)| 
C
"

8t 2 [", 2"],

|� 0(t)| 
C
R2

8t 2 [R2, 4R2].

We define �(t, x) = et1(1B(x0,R0))(x) for all (t, x) 2 [0,1) ⇥ Rn . We also let
✓ 2 C1(Rn, [0, 1]) be supported in B(x0, 2R) and such that

✓(x) = 1 8x 2 B(x0, R), |r✓(x)| 
C
R

8x /2 B(x0, R).

Defining

I =
Z 1

0

Z

Rn
|ru(t, x)|2�(t, x)2✓(x)2�(t)2 dt dx,

J =
�
�(t, x) 7! 11B(x0,2R)(x)11(0,4R2)(t)u(t, x)

�
�2
X2 ,
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we only have to show that I . J with implicit constants independent of u, x0, ",
R, R0. Indeed, if this holds, then, taking the limit as R0 ! 1 and then as " ! 0,

Z R2

0

Z

B(x0,R)
|ru(t, x)|2 dx dt

. R�n
Z

Rn

 

sup
�>0

Z 2�

�

Z

B(x,
p
�)

|u(t, y)|211(0,4R2)(t)11B(x0,2R)(y) dy dt

!2
dx

. R�n
Z

B(x0,4R)
|Ñu(x)|2 dx . inf

y2B(x0,4R)
M

⇣
(Ñu)2

⌘
(y),

where M is the Hardy-Littlewood operator on Rn .
Define C(F)(y) = supB3y(

R
B
R r2
0 |F(t, x)|2 dt dx)

1
2 . Thus if y 2 Rn by tak-

ing the supremum over all B = B(x0, R) 3 y, we have shown

C(|ru|)(y) .
h
M((Ñu)2)

i 1
2
(y).

As p > 2, using the parabolic version of [15, Theorem 3, (2)] and the maximal
theorem, we obtain the conclusion.

We proceed as in Step 1, estimating I . I1,1 + I1,2 + I1,3 + I2 + I3, where

I1,1 =

�
�
�
�

Z 1

0
hu, @t (u✓��)✓��i dt

�
�
�
� = 0,

I1,2 =

�
�
�
�

Z 1

0
hu, u✓�� · ✓�@t�i dt

�
�
�
� ,

I1,3 =

�
�
�
�

Z 1

0
hu, u✓�� · ✓�� 0i dt

�
�
�
� ,

I2 =

�
�
�
�

Z 1

0

Z

Rn
A(t, x)ru(t, x) · �(t, x)r�(t, x)✓2(x)�2(t)u(t, x) dx dt

�
�
�
� ,

I3 =

�
�
�
�

Z 1

0

Z

Rn
A(t, x)ru(t, x) · �2(t, x)✓(x)r✓(x)�2(t)u(t, x) dx dt

�
�
�
� .

Using |@t�(t, x)| . R�1
0 , we have that

I1,2 .
Z R2

0

Z

B(x0,2R)
|u(t, x)|2|@t�(t, x)| dx dt.

R2

R20

Z

Rn
Ñ (11B(x0,2R)u)(x)2 dx . J,

and using the properties of � and ✓ , we also obtain

I1,3.
Z 2"

"

Z

Rn
|11B(x0,2R)(x)u(t, x)|2 dx dt+

Z 4R2

R2

Z

Rn
|11B(x0,2R)(x)u(t,x)|2 dx dt. J.
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Next, as in Step 1, we also have that I2 . I
1
2 J

1
2 . Finally, by Cauchy-Schwarz

inequality

I3 .
I
1
2

R

 Z

Rn

Z 4R2

"
|11B(x0,2R)(x)u(t, x)|2 dx dt

! 1
2

.
I
1
2

R

 Z

Rn

1X

k=�2
2�k R2

Z 2�k R2

2�k�1R2

Z

B(x,R2�
k
2 )

|11B(x0,2R)(x)u(t, x)|2 dx dt dy

! 1
2

. I
1
2 J

1
2 .

This concludes Step 2.

7.4. Consequences

We have obtained comparison results only for solutions with L2 data. We can re-
move this constraint as follows.

Corollary 7.5. Let 1 < p < 1. Assume that, for all f 2 L p(Rn), the problem

@t u = div Aru, u 2 X p, lim
t!0

u(t, ·) = f in L2loc,

is well-posed. Then the solution satisfies

kÑ (u)kL p ⇠ krukT p,2 ⇠ k f kL p .

Remark 7.6. We have well-posedness in X p for p � 2 by Corollaries 5.5 and 7.2.
For p < 2, we have well-posedness in X p under the assumptions of either Corol-
lary 5.10, or Theorem 6.9, or Theorem 6.14.

Proof. Let u 2 X p be a global weak solution of (1.1). By well-posedness in X p,
we know that u(t, ·) = 0(t, 0) f for a unique f 2 L p(Rn), for all t > 0. Moreover
kÑ (u)kp ⇠ k f kp. Consider an approximation fk 2 L p(Rn) \ L2(Rn) converg-
ing to f , and let uk be the corresponding solution. We have that kÑ (uk)kp ⇠
krukkT p,2 combining Proposition 7.1 and Theorems 7.3 and 7.4. The conclusion
follows from taking the limit as k ! 1.

We wish to make a connection with old ideas in the topic such as those of
Nash, as explained in [19]. Assume A has real coefficients. Then for h 2 C1

c (Rn),
h � 0, u(t) = 0(t, 0)h, and 2  p < 1, one has (if the coefficients are smooth to
ease justifications)

d
dt

ku(t)kpL p = p(p � 1)
Z

Rn
u(t, x)p�2A(t, x)ru(t, x) · ru(t, x) dx
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and in particular

khkpL p�ku(t)kpL p = p(p�1)
Z t

0

Z

Rn
u(s, x)p�2A(s, x)ru(s, x)·ru(s, x) dx ds. (7.1)

This yields the finiteness of the integral when t ! 1, which is equal to khkpL p as
ku(t)kL p ! 0. Note that for p = 2, we recover the energy equality

khk2L2 = 2
Z 1

0

Z

Rn
A(s, x)ru(s, x) · ru(s, x) dx ds,

which motivated our approach to the energy space. Our observation is that for
p > 2 and arbitrary global weak solutions with ku⇤kL p < 1 (which, as we have
shown, are of the form u(t) = 0(t, 0)h for a unique h 2 L p(Rn)) we have

I :=
Z 1

0

Z

Rn
|u(s, x)|p�2A(s, x)ru(s, x) · ru(s, x) dx ds . ku⇤kpL p .

Indeed, using the boundedness of A,

Z 1

0

Z

Rn
|u(s, x)|p�2A(s, x)ru(s, x) · ru(s, x) dx ds

.
Z

Rn
C(|ru|)(x)2u⇤(x)p�2 dx

 kC(|ru|)k2L pku
⇤kp�2L p

by Hölder’s inequality in the last line and, in the first, [15, Proposition 3] adapted to
parabolic scaling, with C( f )(x) is the supremum of

� R r2
0

R
B f 2(t, y) dy dt

� 1
2 taken

over all balls B, r being the radius, that contain x . Next, by [15, Theorem 3, (b)],
we have kC(|ru|)kL p . krukT p,2 . Finally we conclude using our Theorem 7.4.

It is not clear at all that integrals of the form I can play a role when consid-
ering complex equations. In particular, (7.1) does not hold in this case. However,
(modified) maximal functions and Lusin area functionals remain valid tools, as we
have just demonstrated.

8. Fatou type results

Our well-posedness results imply convergence in L2loc(Rn) or in L p(Rn) sense for
some p to the initial value. Here, we address almost everywhere convergence issues.
As weak solutions may not be locally bounded, we replace the pointwise (parabolic)
non-tangential convergence by the convergence of (parabolic) Whitney averages.
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Theorem 8.1. Let A be as in (1.2). Let f 2 L2(Rn) and u(t, ·) = 0(t, 0) f . Then
for almost every x 2 Rn , we have convergence of the Whitney averages

lim
�!0

Z �

�
2

Z

B(x,
p
�)

|u(t, y) � f (x)|2 dy dt = 0,

as well as of the slice averages

lim
�!0

Z

B(x,
p
�)

|u(�, y) � f (x)|2 dy = 0.

In particular, for almost every x 2 Rn ,

lim
�!0

Z �

�
2

Z

B(x,
p
�)
u(t, y) dy dt = lim

�!0

Z

B(x,
p
�)
u(�, y) dy = f (x).

Proof. Considering f (x) as a constant, the convergence of the slice averages fol-
lows from the local estimates in Proposition 3.6 and the convergence of theWhitney
averages.

To show the convergence of the Whitney averages, we use again the Duhamel
formula (6.2) with L = �1, which reads, for almost every (t, y) 2 Rn+1

+ ,

u(t, y) = et1 f (y) +R�1((A � I )ru)(t, y) = et1 f (y) + v(t, y).

Recall that v(t, y) only involves (A � I )ru at times between 0 and t . Thus, the
proof of the boundedness from T 2,2 = L2(L2) to X2 from Proposition 2.12 shows
that Z

Rn
sup
�"

Z �

�
2

Z

B(x,
p
�)

|v(t, y)|2 dy dt dx . k(A � I )ruk2L2(0,";L2).

The right-hand side converges to 0 with " ! 0 as krukL2(L2) ⇠ k f kL2 . Thus the
left-hand side converges to 0. As the integrand is non negative and non decreasing
as a function of ", it follows that it converges to 0 almost everywhere, that is

Z �

�
2

Z

B(x,
p
�)

|v(t, y)|2 dy dt ��!
�!0

0 almost everywhere.

Finally, for almost every x 2 Rn ,
Z �

�
2

Z

B(x,
p
�)

�
�et1 f (y) � f (x)

�
�2 dy dt ��!

�!0
0

by the known results concerning pointwise non-tangential almost everywhere con-
vergence of the solutions of the heat equation. This completes the proof.
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Corollary 8.2. Let 1 < p < 1. Consider any A as in (1.2) for which (1.1) is
well-posed on X p with initial space L p (this holds for p � 2 and under conditions
when p < 2). Let u be a global weak solution in X p. Then

Z �

�
2

Z

B(x,
p
�)
u(t, y) dy dt and

Z

B(x,
p
�)
u(�, y) dy

converge for almost every x 2 Rn to the initial value as � ! 0.

Proof. Under our assumption, we know that u(t, ·) = 0(t, 0) f for a unique f 2 L p
for all t > 0. We invoke the usual argument involving 1) control of the maximal
function Ñ (u) and the one for the slice averages in L p, and 2) existence of limits
almost everywhere for a dense class of f , here L p\ L2, from the previous theorem.
We skip details.

Remark 8.3. Consider A with real coefficients. This results holds for any 1 <
p < 1 and can be proven by usual arguments, using the pointwise Gaussian upper
estimate and the conservation property. For p = 1, one can get convergence under
uniform continuity of f . For p = 1, we have not attempted to describe the space
{u 2 L2loc(R

n+1
+ ) ; kukX1 < 1}. This would define a Hardy space associated with

a non-autonomous equation.

9. L1 theory for propagators with kernel bounds

In this section, we assume that the propagators 0(t, s), for t > s � 0, have ker-
nel bounds, and that their adjoints have some time regularity. More precisely, we
assume the following:

|k(t, s, x, y)|  C(t � s)�
n
2 e�c

|x�y|2
t�s , (9.1)

8 h 2 Cc(Rn) k0(t0, s)⇤h � 0(t0, s0)⇤hkL1 ���!
s!s0

0, (9.2)

for some C, c > 0, all t0 > s0 � 0, and almost all x, y 2 Rn .
See Section 4.3 for a discussion of the first condition. The second condition can

be checked for real equations as a consequence of Nash’s regularity theorem [32].

Lemma 9.1. Assume (9.1). Let t > s > r � 0. Then
Z

Rn
k(t, s, x, z)k(s, r, z, y) dz = k(t, r, x, y),

for almost every x, y 2 Rn . Moreover,
Z

Rn
k(t, r, x, y) dx = 1 (9.3)

for almost every y 2 Rn . Finally, for any f 2 L1(Rn), ⌧ 7! 0(⌧, s) f 2
C0([s,1), L1).
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Proof. Let x, y 2 Rn and define I (x, y) =
R
Rn k(t, s, x, z)k(s, r, z, y) dz. Note

that the integral converges thanks to (9.1). Next, for f 2 D (Rn), we have the
following for almost all x 2 Rn

Z

Rn
I (x, y) f (y) dy =

Z

Rn
k(t, s, x, z)

✓Z

Rn
k(s, r, z, y) f (y) dy

◆
dz

=
Z

Rn
k(t, s, x, z)0(s, r) f (z) dz = 0(t, s)0(s, r) f (x)

= 0(t, s) f (x) =
Z

Rn
k(t, s, x, y) f (y) dy.

Using (9.1), we have that the other equality is equivalent to 0(t, r)⇤11 = 11 almost
everywhere. This is proved in the L2loc sense in Corollary 5.6.

Finally, the strong continuity of ⌧ 7! 0(⌧, s) on L1(Rn) is proven as follows.
As the operators are uniformly bounded on L1(Rn), it suffices to check continuity
for functions in a dense class. Let f 2 L1(Rn) be compactly supported, and
M > 0 be such that the support of f is contained B(0,M). Then, using (9.1),
k0(t, s) f � 0(t 0, s) f kL1(B(0,M)c) ! 0 when M ! 1 uniformly for t, t 0 in any
bounded set of [s,1). So fix t � s and take t 0 � s with |t � t 0|  1. Let " > 0 and
fix M > 0 so that k0(t, s) f � 0(t 0, s) f kL1(B(0,M)c)  " for all such t, t 0 . Since
k0(t, s) f �0(t 0, s) f kL1(B(0,M))  Mn/2k0(t, s) f �0(t 0, s) f kL2(B(0,M)), we can
use the strong continuity of ⌧ 7! 0(⌧, s) on L2(Rn) to conclude. The proof for the
limit at1 is similar.

Theorem 9.2. Assume (9.1) and (9.2). For u 2 D 0, the following assertions are
equivalent.

9! u0 2 L1(Rn) such that u(t, ·) = 0(t, 0)u0 in L1(Rn) for all t > 0; (9.4)
u is a global weak solution of (1.1) in L1

wcs(L
1), (9.5)

where u 2 L1
wcs(L1) means u 2 L1(L1) and there exists a weakly convergent

sequence (u(t j , .)) j2N in L1(Rn), where (t j ) j2N is a sequence of positive reals
decreasing to 0. In this case, u 2 C0([0,1), L1).

Proof. To prove that (9.4) implies (9.5), let f 2 L1(Rn) and define u : (t, x) 7!
0(t, 0) f (x) by the intergal formula. By (9.1) and Lemma 9.1, we have that u 2
C0([0,1), L1). It remains to see it is a global weak solution of (1.1). For all a > 0
and t 2 (a,1), we have, thanks to (9.1), that there exists c > 0 such that

�
�
�0

⇣a
2
, 0

⌘
f
�
�
�
L2

.
�
�eca1| f |

�
�
L2 . k f kL1 .

By Lemma 9.1, and density of L1 \ L2 in L1, 0(t, 0) f = 0(t, a2 )0(a2 , 0) f for all
t 2 (a,1). This shows that u is a global weak solution of (1.1).
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We now turn to the other direction, and assume (9.5). Let (t j ) j2N be the se-
quence of positive reals decreasing to 0 such that (u(t j , ·)) j2N converges weakly in
L1(Rn). Call f its limit. By Proposition 4.3 and Theorem 5.1, for all j 2 N with
t > t j , and h 2 Cc(Rn), we have that

Z

Rn
u(t j , x)0(t, t j )⇤h(x) dx =

Z

Rn
u(t, x)h(x) dx .

Using (9.2) and also that (ku(t j , ·)k1) j2N is a bounded sequence, the left hand
side converges to

R
Rn f (x)0(t, 0)⇤h(x) dx . This implies u(t, ·) = 0(t, 0) f . The

uniqueness of u0 = f follows by continuity at t = 0 in L1(Rn).

We then consider solutions only in L1(L1) and show that such solutions arise
from considering Radon measures as initial data. To do so, we need to impose a
further condition on the kernel, which is satisfied in the case of real coefficients
(see [3, Theorem 9]), again as a consequence of Nash’s regularity theorem [32].

For all t > s � 0 and almost all x 2 Rn,

y 7! k(t, s, x, y) is continuous on Rn.
(9.6)

Under (9.1) and (9.6), then for all t > 0 the integral
R

Rn k(t, 0, x, y) dµ(y) makes
sense in the duality of C0(Rn)with the spaceM(Rn) of Radon measures for almost
all x 2 Rn , and belongs to L1(Rn) as a function of x . We call this function0(t, 0)µ.

Theorem 9.3. Assume (9.1), (9.2) and (9.6). For u 2 D 0, the following assertions
are equivalent.

9!µ 2 M(Rn) such that u(t, ·) = 0(t, 0)µ for all t > 0; (9.7)
u is a global weak solution of (1.1) in L1(L1). (9.8)

In this case, u 2 C0((0,1), L1) and is weakly-star convergent to µ as t ! 0.

Proof. We first show that (9.7) implies (9.8). Let µ be a Radon measure and
u(t, ·) = 0(t, 0)µ for all t > 0. By (9.1) and Fubini’s theorem, we have that
u 2 L1(L1). Moreover, for all a > 0 and t 2 (a,1), we have that u

�a
2 , ·

�
2

L1(Rn) \ L1(Rn), and, in particular u
�a
2 , ·

�
2 L2(Rn). By the reproducing for-

mula for the kernels in Lemma 9.1 and Fubini’s theorem, u(t, ·) = 0
�
t, a2

�
u
�a
2 , ·

�
.

This shows that u is a weak solution of (1.1) on
�a
2 ,1

�
for any a > 0. Hence it is

a global weak solution.
Turning to the other direction, we assume (9.8). Let t0 < t and (t j ) j2N be a

sequence of positive reals decreasing to 0 and such that (
R

Rn u(t j , x)g(x) dx) j2N
converges for all g 2 C0(Rn) by Banach-Alaoglu’s theorem. Let µ 2 M(Rn) be
the weak⇤ limit of (u(t j , ·)) j2N. Let g 2 Cc(Rn). Using (9.1) and (9.6), we see that
0(t, t j )⇤g 2 C0(Rn), and by (9.2), that

k0(t, t j )⇤g � 0(t, 0)⇤gkL1 ���!
j!1

0.
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By Proposition 4.3 and Theorem 5.1, we have that
Z

Rn
u(t j , x)0(t, t j )⇤g(x) dx =

Z

Rn
u(t, x)g(x) dx,

so that taking the limit as j ! 1, we obtain
Z

Rn
u(t, x)g(x) dx=

Z

Rn
0(t, 0)⇤g(y) dµ(y) =

Z

Rn

Z

Rn
k(t, 0, x, y)g(x) dµ(y) dx,

and thus

u(t, x) =
Z

Rn
k(t, 0, x, y) dµ(y),

for all t > 0 and almost all x 2 Rn .
To show that µ is unique, let g 2 Cc(Rn), and " > 0. By uniform continuity,

pick � > 0 such that |g(x) � g(y)|  " for all x, y such that |x � y|  �. Using
(9.1), we have that

�
�
�
�

Z

Rn

Z

B(y,2�)
k(t, 0, x, y)(g(x) � g(y))dx dµ(y)

�
�
�
� . "kµkM.

Moreover, we have that
�
�
�
�

Z

Rn

Z

B(y,2�)c
k(t, 0, x, y)(g(x)�g(y)) dx dµ(y)

�
�
�
� . kµkMkgkL1e�c

�2
t ,

for some constant c > 0. Therefore,

lim
t!0

Z

Rn

Z

Rn
k(t, 0, x, y)(g(x) � g(y)) dx dµ(y) = 0.

By Lemma 9.1, we have that
Z

Rn

Z

Rn
k(t, 0, x, y)g(x) dx dµ(y) �

Z

Rn
g(y) dµ(y)

=
Z

Rn

Z

Rn
k(t, 0, x, y)(g(x) � g(y)) dx dµ(y),

and thus
R
Rn g(x) dµ(x)= lim

t!0

R
Rn u(t,x)g(x) dx , which proves uniqueness of µ.

Finally, the continuity on (0,1) and the limit at1 follow directly from Lem-
ma 9.1 since u(t, ·) = 0(t, s)u(s, ·) for all t � s > 0 and u(s, ·) 2 L1(Rn).
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10. Local results

We have been interested in global results with scale invariant norms in the interior.
As our estimates depend separately on 1) interior representation and 2) taking limits
as t tends to 0, we can formulate well-posedness for larger classes as follows. Let
X be one of the spaces where we can prove well-posedness for Y data. For T > 0,
let XT be a local version of X , obtained by truncating functions by 0, i.e. kukXT =
k(t, x) 7! u(t, x)11(0,T )(t)kX . Let X = \T>0XT . Note that functions in X can
have their XT norms growing arbitrarily fast as T ! 1. Functions with bounded
XT norms belong to X .

Consider the Cauchy problem for (1.1) on Rn+1
+ with u 2 X and u0 2 Y .

In each of the following cases, one obtains uniqueness. Since we can construct
solutions in X , we get a posteriori control at T ! 1 and the solution belongs to
X . In other words, arbitrary a priori control on the norms for large times implies a
posteriori bounded control. The interested reader can write the precise statements
from our explanations.

For Y = L2(Rn), one can take X = L1(L2) or X = X2. In the case X =
L2(Ḣ1), one takes XT = L2(0, T ; H1) instead of L2(0, T ; Ḣ1).

For Y = L p(Rn), 2 < p  1, one can take X = X p or the space in Proposi-
tion 5.7 when p < q̃.

For Y = L p(Rn), 1  p < 1 and uniform Lq bounds on the propagators or
estimates on its kernel (see above for the relation between q and p), one can take
X = L1(L p).

For Y = L p(Rn), 1  p < 1 and non uniform Lq bounds on the propagators
or estimates on its kernel (i.e. allowing the L (Lq) norm of 0(t, s) to grow as
|t � s| ! 1), one also obtains well-posedness for X = L1(L p), but the solution
has XT norms that may grow at infinity.

For Y = L p(Rn), pc < p < 2 and BV (0, T ; L1) coefficients for all T > 0,
we are in the previous situation with X = L1(L p).

We also note that the results krukT p,2 . kukX p in Section 7 are easily local-
isable in time by looking at the proofs. Thus the further estimates using truncated
maximal functions apply and one can deduce bounds on truncated Lusin area inte-
grals. However, note that the converse kukX p . krukT p,2 is not localisable in time
because the right hand side vanishes when the time becomes small.
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[15] R. R. COIFMAN, Y. MEYER and E. M. STEIN, Some new function spaces and their appli-
cations to harmonic analysis, J. Funct. Anal. 62 (1985), 304–335.

[16] R. DAUTRAY and J.-L. LIONS, “Mathematical Analysis and Numerical Methods for Sci-
ence and Technology”, Evolution problems, I, with the collaboration of Michel Artola,
Michel Cessenat and Hélène Lanchon, translated from the French by Alan Craig, Vol. 5,
Springer-Verlag, Berlin, 1992.

[17] L. DE SIMON, Un’applicazione della teoria degli integrali singolari allo studio delle
equazioni differenziali lineari astratte del primo ordine, Rend. Sem. Mat. Univ. Padova
34 (1964), 205–223.

[18] J. DODZIUK,Maximum principle for parabolic inequalities and the heat flow on open man-
ifolds, Indiana Univ. Math. J. 32 (1983), 703–716.

[19] E. B. FABES and D. W. STROOCK, A new proof of Moser’s parabolic Harnack inequality
using the old ideas of Nash, Arch. Ration. Mech. Anal. 96 (1986), 327–338.

[20] C. FEFFERMAN and E. M. STEIN, H p spaces of several variables, Acta Math. 129 (1972),
137–193.

[21] S. HOFMANN and S. KIM, Gaussian estimates for fundamental solutions to certain
parabolic systems, Publ. Mat. 48 (2004), 481–496.

[22] S. HOFMANN and S. MAYBORODA, Hardy and BMO spaces associated to divergence form
elliptic operators, Math. Ann. 344 (2009), 37–116.

[23] Y. HUANG, Weighted tent spaces with whitney averages: factorization, interpolation and
duality, Math. Z. 282 (2016), 913–933.
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Univ. Paris-Sud
CNRS, Université Paris-Saclay
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and Université Lille 1, France
pierre.portal@anu.edu.au




