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Galerkin averaging method and Poincaré normal form
for some quasilinear PDEs

DARIO BAMBUSI

Abstract. We use the Galerkin averaging method to construct a coordinate trans-
formation putting a nonlinear PDE in Poincaré normal form up to finite order. We
also give a rigorous estimate of the remainder showing that it is small as a dif-
ferential operator of very high order. The abstract theorem is then applied to
a quasilinear wave equation, to the water wave problem and to a nonlinear heat
equation. The normal form is then used to construct approximate solutions whose
difference from true solutions is estimated. In the case of hyperbolic equations
we obtain an estimate of the error valid over time scales of order ε−1 (ε being the
norm of the initial datum), as in averaging theorems. For parabolic equations we
obtain an estimate of the error valid over infinite time.

Mathematics Subject Classification (2000): 35B20 (primary); 37K55, 37L10
(secondary).

1. Introduction

1.1. Presentation of the results

In this paper we study the dynamics of a partial differential equation of evolution
type in the neighborhood of an equilibrium solution. In particular we prove a the-
orem allowing to put the equation in Poincaré normal form up to a remainder of
any given order. The key idea is to make a Galerkin cutoff, i.e. to approximate
the original system by a finite-dimensional one, to put in normal form the cut-offed
system, and then to choose the dimension of the cut-offed system in such a way
that the error due to the Galerkin cutoff and the error due to the truncation of the
normalization procedure are of the same order of magnitude. The system one gets
is composed of a part which is in normal form and of a remainder which is small
when considered as an operator from a Sobolev space to a Sobolev space of much
smaller order. As a consequence the remainder is a small, but very singular per-
turbation. Therefore the transformed equations cannot be used directly to study the
dynamics. Neglecting the remainder one gets a normalized system whose solutions
are approximate solutions of the complete system.
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Concerning true solutions the situation is different in the parabolic and in the
hyperbolic case. In the parabolic semilinear case we show that any true solution
with small initial data remains forever close to an approximate solution. This result
shows that, in parabolic problems, normal form provides a very efficient tool in
order to study the dynamics. We will discuss further this point below.

In the hyperbolic semilinear case we show that a solution with an initial datum
of size R � 1 remains very close to an approximate solution for times of order R−1.
Under an additional assumption a similar result is obtained also in the quasilinear
case.

We also consider the case where the equations are Hamiltonian. We show
that the normalization is compatible with the Hamiltonian structure and that the
normal form obtained is the Birkhoff normal form of the system. The same ideas
can be used to deal with the case of different preserved structures, for example with
volume-preserving equations. The result on Hamiltonian systems was announced
in [Bam03c].

The abstract theorem is applied to three concrete cases: a quasilinear wave
equation on Tn , the water wave problem in dimension 2 with periodic boundary
conditions, and a nonlinear heat equation on a segment. In particular, in the case
of the wave equation and of the heat equation we deduce dynamical consequence
according to the above theory, while in the case of the water wave problem we
just give the normal form result. The abstract theorem could also be used to deal
with modulation equations (see [BCP02, PB05]). Here however we avoid such an
application since a precise discussion would require a detailed analysis of the par-
ticular models dealt with. Applications to further specific models will be presented
elsewhere.

From a technical point of view the proof is rather simple, and it is quite surpris-
ing that such a simple technique could lead to such a general theory. The main point
consists in performing the normalization procedure on the finite-dimensional trun-
cation of the system keeping into account the dependence of all the constants on the
dimension N of the truncated system. This requires a control of the rate at which
the small denominators decay as N → ∞. This is simply obtained by assuming
a suitable condition on non-vanishing small denominators. Such a condition was
already recognized to be fulfilled in very general situations in [Bou96, Bam03b,
BG04, Bam03a]. Then some care is needed in order to obtain estimates allowing
to get the final result. Indeed, a trivial application of standard finite-dimensional
algorithms would produce a transformation defined in a neighborhood of the origin
whose size decreases exponentially with N . This would make impossible the com-
pletion of the proof. Indeed the final result can be obtained only if one is able to
prove that the radius of the domain of definition of the transformation decreases at
most as N−β with some positive β. Moreover, in order to get the final result we
exploit the fact that Hs functions have Fourier coefficients that decay fast if s is
large; in turn the use of such a property is possible only if the constant β is inde-
pendent of the regularity index s. To prove this fact we proceed by introducing a
suitable norm in order to measure polynomial functions and in showing that it has
some good properties (see Section 4.2). Furthermore it turns out that it is necessary
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to develop the iterative proof of the normalization lemma using techniques typical
of the theory of infinite-dimensional dynamical systems.

It also has to be emphasized that the use of a normal form having a remainder
which is very singular operator is far from trivial. Here we use normal form to
construct approximate solutions of the original system. Then we develop different
techniques in order to control the error with respect to a true solution. Apart from
the very simple semilinear case we develop a method based on Kato’s theory for
the quasilinear hyperbolic case and a method based on the use of the Hamiltonian
as a Lyapunof function for the Hamiltonian fully nonlinear case. Actually a large
part of the paper is devoted to the construction of these methods.

1.2. Discussion

We recall now some previous results which are closely related to the present one.
They will be divided into three groups, the first one containing the papers [Sha85,
MS03, SV87, FS87, FS91, Cra96, Pal96, Kro89, Bam03a], the second one contain-
ing the papers [Bam03b, BG03, BG04], and the third one containing the papers
[Nik86, Zeh78].

The papers of the first group have in common the fact that all their normal form
results are either included in the present one or could be re-obtained by simple mod-
ifications of the present scheme so that one can say that the present paper extends
and unifies the results of all these papers.

We come to a more detailed description starting from the paper [Bam03a].
Here the author generalized to PDEs the technique of direct construction of the
integrals of motions due to Whittaker, Cherry and Giorgilli. This has been done
by introducing a Galerkin cutoff and by applying the finite-dimensional construc-
tion to the truncated system. Then such a technique was used to prove that any
small amplitude solution is close to a finite-dimensional torus. Such a technique
is not a normal form technique, and while on the one hand it is particularly sim-
ple, on the other hand it has the drawback of being applicable only to Hamiltonian
systems which moreover must have nonresonant frequencies. This last limitation
in particular is due to a consistency problem which is already present in the for-
mal construction of the approximate integrals. The technique of the present pa-
per (a normal form technique) on the contrary applies also to the resonant case
and to the nonhamiltonian case. In particular we point out that all examples dealt
with in the present paper are outside the applicability of the theory of [Bam03a].
Moreover it turns out that, while in the context of Hamiltonian systems the kind
of normal form obtained here only allows a control of the dynamics over time
scales of order ε−1 (as in averaging theorems), in the case of parabolic equa-
tions it allows to control the dynamics over infinite times. Thus we think that in
the parabolic case such a result is quite satisfactory, while in the case of Hamilto-
nian systems some stronger results would be very suited (see below the discussion
of [Bam03a, BG04]).

In the papers [SV87, Pal96, Kro89] the authors introduced and used a Galerkin
averaging method, namely they used a Galerkin truncation together with a normal-
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ization of the finite-dimensional approximation in order to study perturbations of
linear PDEs. In those papers, however the authors did not realize that the small de-
nominator can be controlled in a quite general way, and they only dealt either with
completely resonant cases (on which much stronger results can be obtained by the
methods of [BN98]) or with particular nonresonant cases for which an ad hoc study
of the small denominators was done. Furthermore in these papers only a first order
normalization has been performed and no iteration scheme was developed. Finally
their techniques do not apply neither to quasilinear problems nor to the deduction
of modulation equations. This is due to the fact that the authors did not realize the
usefulness of normal form for the construction of approximate solution. A point of
view which is essential in the present paper.

The papers [FS87, FS91] use a method different from ours in order to obtain
a result on the dynamics of the Navier Stokes equation which is very close to our
Proposition 3.3. In our opinion the theory of the present paper gives a new insight
in these results. Here we did not make a precise statement on the Navier Stokes case
since it would have required an ad hoc nontrivial study of its flow and this is outside
the scope of the present paper where we just aim to present a general method.

The paper [Cra96] contains a formal computation of the fourth order Birkhoff
normal form of the water wave problem. It contains also a rigorous construction
of the normalizing transformation eliminating third order terms from the Hamilto-
nian. In particular such a construction was obtained by using an abstract Cauchy
Kovalewski theorem. However the estimate of the remainder thus obtained only en-
sures that it is small as a differential operator of infinite order, thus making impos-
sible the construction of the subsequent normalizing transformation. The technique
of the present paper (which is much simpler than that of [Cra96]) allows to put the
Hamiltonian of the water waves problem in normal form up to any finite order with
the remainder estimated as a differential operator of finite order (see Section 2.3.2).

In the paper [MS03, Mat01] a method very similar to the present one was used
in order to eliminate the time dependence from a rapidly forced PDE, a problem
different from ours. We point out that the paper [Mat01] was the first one where it
was shown that the method of Galerkin truncation followed by some perturbative
procedure is particularly effective in parabolic equations. It had a great influence
on the present paper.

Finally we quote the paper [Sha85]: its normal form result, based on the ides
of reabsorbing small denominators by allowing a loss of derivatives, could also be
re-obtained by a generalization of the present method.

We come now to the papers [Bam03b, BG03, BG04]. In those papers (see in
particular [BG04]) a result much stronger then the present one was obtained for
a smaller class of systems. The theory of those papers only allows to deal with
semilinear equations and requires a condition on the small denominators that is
much stronger than our one. As a consequence the theory of [BG04] applies to quite
general equations in one space dimensions, but only to some particular models in
more than one space dimensions. The result of [BG04] is stronger than the present
one in the sense that the remainder is shown to be small as a bounded operator and
this has the consequence of allowing the use of the normal form to prove a priori
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estimates on the solution and to describe the dynamics for time scales of order ε−r

(with arbitrary r ) also in Hyperbolic systems.
Finally, in the paper [Nik86, Zeh78] a result of convergence of normal form

generalizing Poincaré theorem to PDEs is proved. The main limitation of these
papers is due to the nonresonance assumption which is very restrictive thus making
the theory applicable only to very special models.

Plan of the paper. In Section 2 we state our main normal form theorem and present
its applications to concrete models. In Section 3 we present the dynamical con-
sequences of the theory, and also its applications to concrete models. Finally in
Section 4 we give the proof of the normal form theorem.

ACKNOWLEDGEMENTS. This work was partially supported by the MIUR project
‘Sistemi dinamici di dimensione infinita con applicazioni ai fondamenti dinamici
della meccanica statistica e alla dinamica dell’interazione radiazione materia’. I
thank Bert Van Geemen for suggesting the proof of Proposition 2.18.

2. Normal form

2.1. Poincaré normal form

For s ≥ 0 consider the real Hilbert space �2
s of the sequences x ≡ {

x j
}

j∈Z̄
, Z̄ :=

Z − {0}, such that

‖x‖2
s :=

∑
j∈Z̄

| j |2s |x j |2 < ∞ , (2.1)

and let Bs(R) be the open ball of radius R and center 0 in �2
s . In the following

N := {0, 1, 2, 3, 4 . . . } will denote the set of non negative integers.
In �2

s , with s ≥ s0, consider the system

ẋ = X (x) (2.2)

where X is a vector field having an equilibrium point at 0, i.e. fulfilling X (0) = 0.
Having fixed a positive integer r , we assume

(r -S) There exists d = d(r) with the following properties: for any s ≥ s0 there
exists an open neighborhood of the origin Us+d ⊂ �2

s+d such that X ∈
Cr+2(Us+d , �2

s ). �

Write

X (x) = Lx + P(x) , (2.3)
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with
L := d X (0) .

Denote by e j ∈ �2
s the vector with all components equal to zero but the j-th one

which is equal to 1. We assume

(DL) The linear operator L leaves invariant the spaces Span(e− j , e j ) for all j’s. �

Remark 2.1. The operator L has pure point spectrum. We will denote by λ− j , λ j
the eigenvalues of the restriction of L to Span(e− j , e j ). Remark also that λ∗

j =
λ− j . �

For simplicity we will also assume that L is diagonalizable.1 Concerning the
eigenvalues we assume

(r -NR) There exist α = α(r) and γ = γ (r) > 0 such that

either
N∑

j=−N

λ j k j − λi = 0 or

∣∣∣∣∣ N∑
j=−N

λ j k j − λi

∣∣∣∣∣ ≥ γ

Nα
, (2.4)

for any N , any k ∈ N2N with 1 ≤ |k| ≤ r+1 and any i ∈ Z̄ with |i | ≤ N . �
In order to define the normal form consider the complexification of the phase space
and introduce a basis in which the operator L is diagonal. Then, using this basis,
define the vector monomials

Pk,i (z) := zkei , k = (. . . k−l , . . . , k−1, k1, . . . , kl , . . . ) , (2.5)

zk := . . . zk−l
−l . . . zk−1

−1 zk1
1 . . . zkl

l . . . (2.6)

which form a basis for the space of polynomials.

Definition 2.2. A polynomial map Z will be said to be in normal form if, writing
Z(z) = ∑

k,i Zk
i Pk,i (z), one has that Zk

i �= 0 implies∑
j

λ j k j − λi = 0 . (2.7)

Remark 2.3. If a vector field Z is in normal form then

[Z , Lx] = 0 , (2.8)

with the Lie brackets [F, G] of two vector fields defined in the usual way, namely
by

[F, G] := d F G − dG F . (2.9)

�
1 For the extension to the non-diagonalizable case see e.g. [GP88]
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Theorem 2.4. Fix r , assume (r-S,DL,r-NR), then there exist constants s′, s1, with
the following properties: for any s ≥ s1 there exists Rs > 0 such that for any
R < Rs there exists an analytic transformation T : Bs(R) → Bs(2R) that puts
the system in normal form up to order r . Precisely, in the coordinates y defined by
x = T (y), the system turns out to be

ẏ = Ly + Z(y) + R(y) (2.10)

where Z(y) is a smooth polynomial of degree r + 1 which is in normal form. More-
over, the following estimates hold

sup
‖x‖s≤R

‖Z(x)‖s ≤ Cs R2− 1
2r , ∀R < Rs (2.11)

sup
‖x‖s+s′≤R

‖R(x)‖s ≤ Cs Rr+3/2 , ∀R < Rs+s′ (2.12)

sup
‖x‖s≤R

‖x − T (x)‖s ≤ Cs R2− 1
2r , ∀R < Rs . (2.13)

Remark 2.5. We remark that the theorem ensures the existence of a function s �→
Rs with the stated properties. Thus in particular in equation (2.12) Rs+s′ denotes
the value of this map at s + s′. �
Remark 2.6. In the proof we will give an algorithm allowing to construct explicitly
the normal form. It coincides with the classical algorithm by Poincaré applied to
a 2N–dimensional Galerkin truncation of the system with a suitable R dependent
integer N . �
Remark 2.7. Even if the transformation is defined on Bs(R), the remainder R is
estimated on a smaller domain, namely on Bs+s′(R), so it is bounded only as an
operator extracting s′ derivatives. �
Remark 2.8. If P has a zero of order θ + 1 at x = 0 then it turns out that also the
normal form has a zero of the same order. Moreover in such a case the estimate
(2.11) is substituted by

sup
‖x‖s≤R

‖Z(x)‖s ≤ Cs Rθ+1− 1
2r , ∀R < Rs . �

Remark 2.9. The quantity Rs also depends on the number of steps r . One could try
to estimate such a dependence and then to optimize the number of steps in order to
obtain an estimate of the remainder better than a power of R, possibly exponentially
small. This is possible (the main point consists in estimating the dependence on r
of the constants in condition (r–NR)), however we decided not to proceed in this
direction since we expect that the result would be valid for a class of phase spaces
in which the Fourier coefficients decay faster than exponentially (spaces of entire
analytic functions with finite order). �
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2.2. Hamiltonian case: Birkhoff normal form

In this section we consider the case where the system is Hamiltonian and the equi-
librium point is elliptic. We will show that the normal form obtained is actually the
Birkhoff normal form of the system, i.e. the normalizing transformation is canon-
ical and the normalized system is Hamiltonian. With the same ideas one can deal
with the case of different structures, for example with the case of volume preserving
systems.

Thus, endow the space �2
s with the symplectic structure

∑
l dxl ∧ dx−l and

consider a Hamiltonian system with Hamiltonian function H . We also fix a positive
κ and assume that H is smooth as a function from a neighborhood of the origin in
�2
κ to R.

Remark 2.10. As a consequence one has that H is also smooth in a neighborhood
of the origin in �2

s for any s > κ . �
Assume that H has a zero of second order at the origin, and that the correspond-

ing Hamiltonian vector field fulfills assumption (r -S). Let H0 be the quadratic part
of the Hamiltonian (H0(x) = 1

2 d2 H(0)(x, x)). We assume that the coordinates are
such that

H0(x) :=
∑
l>0

ωl
x2

l + x2−l

2
, ωl ∈ R (2.14)

in particular one has that the equilibrium point is elliptic. Then it is easy to see that
assumption (DL) is fulfilled by the Hamiltonian vector field X H0 of H0. Assumption
(r -NR) is equivalent to

(r -NRH) There exist γ > 0, and α ∈ R such that for any N large enough one has

either
N∑

l=1

ωl kl = 0 or

∣∣∣∣∣ N∑
l=1

ωl kl

∣∣∣∣∣ ≥ γ

Nα
, (2.15)

for any k ∈ ZN , with |k| ≤ r + 2. �

Then Theorem 2.4 applies and the Hamiltonian vector field can be put in normal
form.

Theorem 2.11. Under the above assumption the normalizing transformation T is
canonical, and one has

H ◦ T = H0 + HZ + HR (2.16)

where {HZ , H0} = 0, the Hamiltonian vector fields of HZ and HR are the fields Z
and R of (2.10).

The proof consists in showing that all the steps of the proof of Theorem 2.4 are
compatible with the Hamiltonian structure (for the details see Section 4).
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Remark 2.12. In the nonresonant case ω · k �= 0 for k �= 0 it is well known that
the function HZ depends on the actions

Il = x2
l + x2−l

2

only. Therefore such quantities are integrals of motion for the normalized sys-
tem. In such a particular case the result was already proved by a direct method in
[Bam03a]. �

2.3. Applications

2.3.1. Wave equation

Fix an n-dimensional vector a = (a1, . . . , an) ∈ Rn with ai > 0 and consider the
n dimensional torus Tn

a with sides of length Li ≡ 2π/
√

ai , namely

T
n
a := R

L1Z
× R

L2Z
. . . × R

LnZ

and the nonlinear wave equation

utt − �u + mu − bi j (x, u, ∂u)∂i∂ j u + g(x, u, ∂u) = 0 . x ∈ Tn
a (2.17)

where we used the summation convention for the indexes i, j = 1, . . . , n, we
denoted by ∂u ≡ (∂1u, . . . , ∂nu) the derivatives of u with respect to the space
variables, and bi j , g are functions of class C∞ (and periodic in the x variables).
Moreover we assume that the bi j ’s vanish for u = ∂u = 0 and g has a zero of
second order at the same point.

Expand u in Fourier series in the space variable, namely write

u(x, t) =
∑
j∈Z̃n

uj(t)φj(x) , (2.18)

where {φj(x)} are the normalized eigenfunction of the Laplacian, which coincide
with the normalization of the real part of

ϕ̃(x) :=
n∏

i=1

ei
√

ai ji xi

and Z̃n ⊂ Zn is a any set of integer vectors with the property that

Z̃n
⋃ (

−Z̃n
)

= Z
n and Z̃n

⋂ (
−Z̃n

)
= {0} .

Then (2.17) is converted into the infinite system

üj + ω2
j uj = Pj(u) , j ∈ Z̃n
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where P has a zero of order at least 2 at u = 0, and

ωj := √
µj + m , µj := a1 j2

1 + a2 j2
2 + . . . + an j2

n . (2.19)

Remark 2.13. The linear system is Hamiltonian and has the form (2.14). For any
index j ≡ ( j1, . . . , jn) �= 0 the corresponding frequency has a multiplicity w

between 2 and 2n , in the sense that there are at least w oscillators with such a
frequency. Indeed the frequency does not change if ji is changed into − ji thus the
system is always resonant also in a Hamiltonian sense, and therefore the theory of
[Bam03a] never applies. �

To fit the abstract scheme we enumerate the eigenvalues µj of the Laplacian by
integers indexes j ∈ N in such a way that the µ j ’s form a non decreasing sequence.
Passing to the corresponding first order system one gets a system of the form (2.2).
Remark that the space �2

s is isomorphic to Hs̃+1 ⊕ Hs̃ with s̃ = ns/2.
The nonresonance condition depends on the choice of the vector a. Assume

that a fulfills the condition

• There exist τ1 and γ1 > 0 such that, for any j ∈ Zn , one has

either a ·j = 0 , or |a · j| ≥ γ1

|j|τ1
. �

Which holds for example in the case where all the a j ’s are equal or in the case
where they form a Diophantine vector. From now on we assume that a is fixed and
fulfills the above condition. The following theorem is a simple variant of Theorem
3.1 of [Bam03a].

Theorem 2.14. Fix b > 0, then there exists a subset J ⊂ [0, b] of measure b such
that, if m ∈ J , then the frequencies ωj fulfill the assumption (r-NRH) for any r.
Moreover, if a is Diophantine then the frequencies

{
ωj

}
j∈Nn are nonresonant.

Assumption (r–S) is an immediate consequence of Sobolev embedding theo-
rem. Then the system can be put in normal form up to any finite order. Moreover,
if the system is Hamiltonian, according to Theorem 2.11 the normal form coincides
with the Birkhoff normal form of the system.

Remark 2.15. Define the quantities Jl by

Jl :=
∑

j :ωl=ω j

I j . (2.20)

If a is Diophantine and the system is Hamiltonian such quantities are integrals of
motion for the normalized system. �
Remark 2.16. The present result could be adapted also to the case of Dirichlet
boundary conditions thus re-obtaining the main result of [Bam03a]. On the con-
trary, due to the presence of resonances the technique of [Bam03a] does not apply
to the case of periodic boundary conditions. �
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2.3.2. The water wave problem

The water wave problem consists in describing the motion of the free surface of a
fluid subjected to the gravitational force. Here we will consider the case of a fluid
lying in a two dimensional domain of infinite depth. Moreover we will restrict to
the irrotational case and we will study space periodic solutions. In terms of the
velocity potential ϕ(x, y) and of the profile of the surface η(x), the equations of
motion are given by

�ϕ = 0 , −π ≤ x ≤ π , −∞ < y < η(x) (2.21)

ϕ → 0 , y → −∞ (2.22)

ηt = ϕy − ηxϕx , ϕt = −gη − (∂ϕ)2 , y = η(x) (2.23)

η(x − π, y) = η(x + π, y) , ϕ(x − π, y) = ϕ(x + π, y) . (2.24)

We also add the normalization condition∫ π

−π

η(x)dx = 0

which is invariant under the dynamics. Zakharov[Zak68] pointed out that this is a
Hamiltonian system. The corresponding Hamiltonian function is the energy of the
fluid, and conjugated variables are given by the wave profile η(x) and by ξ(x) :=
ϕ(x, η(x)), namely the velocity potential at the free surface. In canonical variables
the Hamiltonian of the system is given by

H(η, ξ) = 1

2

∫ π

−π

(
ξG(η)ξ + gη2

)
dx (2.25)

where G(η) is the Dirichlet–Neumann operator. We come now to the definition of
the Dirichlet–Neumann operator. Having fixed a 2π–periodic function ξ , consider
the boundary value problem for ϕ

�ϕ = 0 , −π ≤ x ≤ π , −∞ < y < η(x) (2.26)

ϕ → 0 , y → −∞ (2.27)

ϕ(x − π, y) = ϕ(x + π, y) , (2.28)

ϕ(x, η(x)) = ξ(x) (2.29)

which has a unique solution provided η and ξ are smooth enough. Denote by ∂nϕ(x)

the normal derivative of ϕ at the point (x, η(x)) (upper boundary of the domain).
Then G is defined by

G(η)ξ :=
√

1 + η2
x∂nϕ . (2.30)
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The following theorem was proved in [CSS97] and plays an essential role in the
theory:

Theorem 2.17 (Theorem 4.2 of [CSS97]). There is a constant R0 such that the
Dirichlet–Neumann operator G is analytic in the neighborhood {η : |η|C1 <

R0 , |η|Cs+1 < ∞} as a mapping in the space of bounded linear operators from
Hs+1 to Hs.

Denoting by ∇ξ H the L2 gradient of H with respect to ξ , and by ∇η H the L2

gradient of H with respect to η, one has that the equations of motion of H are
given by

η̇ = ∇ξ H = G(η)ξ , (2.31)

ξ̇ = −∇η H = − 1

1 + η2
x

(
ξ2

x − (G(η)ξ)2 − 2ηxξx G(η)ξ
)

(2.32)

(see e.g. [Cra96]). The rest solution ξ ≡ η ≡ 0 thus appears as an equilibrium
point, and the linearized equations are the Hamilton equations of

H0(η, ξ) = 1

2

∫ π

−π

(
ξG0ξ + gη2

)
dx (2.33)

where G0 := G(0) is given by G0 ≡ |i∂x |, namely the operator that in Fourier
space acts as a multiplicator by |k|. Thus, expanding ξ and η in (rescaled) Fourier
series, i.e. putting,

ξ(x) = 1√
π

∑
k>0

√
g

k1/4 (pk cos(kx) + p−k sin kx) (2.34)

η(x) = 1√
π

∑
k>0

k1/4

√
g

(qk cos(kx) + q−k sin kx) (2.35)

one gets

H0(p, q) =
∑
k∈Z̄

ωk
p2

k + q2
k

2

with

ωk := √|k|g . (2.36)

By Theorem 2.17 the smoothness assumption (r -S) is fulfilled for any r . Concern-
ing the nonresonance assumption we have the following

Proposition 2.18. For any positive r the frequencies (2.36) fulfill the nonresonance
assumption (r-NRH).
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Proof. Consider a linear combination with length r and coefficients ±1 of the fre-
quencies, namely an expression of the form

ωk1 ± ωk2 ± . . . ± ωkr (2.37)

(possibly with repetitions) and remark that the polynomial (in the ω’s)

P(ωk1, . . . , ωkr ) :=
∏
±

(
ωk1 ± ωk2 ± . . . ± ωkr

)
(2.38)

is even in anyone of the ωkl , and therefore it is a function of ω2
kl

≡ g|kl | only. It
follows that (2.38) either vanishes or it is an integer multiple of g. To start with
consider the case where (2.38) does not vanish. If all the indexes are smaller than
N , the modulus of (2.37) is bounded from below by

g∣∣∏
σ

(
ωk1 ± ωk2 ± . . . ± ωkr

)∣∣ ≥ g

(
√

gN )2r−1 (2.39)

where the product in the denominator is taken over all the permutations σ of the
signs except that of (2.37). Thus the thesis is proved in such a particular case.
Consider now the case where (2.38) vanishes. Then there is at least one of the
factors that vanishes. Take one of them, use it to express ωkr in terms of the other
frequencies and substitute in (2.37). Due to the structure of the equations one gets
an expression of the form

c1ωk1 ± c2ωk2 ± . . . ± cr−1ωkr−1 (2.40)

where the c j ’s are either 0 or ±2. Thus one is reduced to bound from below the
modulus of an expression of the form

2(ωk1 ± ωk2 ± . . . ± ωkl )

where the indexes were rearranged so that the frequencies with a zero coefficient
are ωkl+1 . . . ωkr−1 . Iterate until there are no more vanishing factors when taking
the products of all permutations of indexes. This requires at most r − 1 steps,
and therefore produces at most a factor 2r−1 in front of the expression. Then the
application of the same argument as for (2.39) gives the result.

Thus, Theorems 2.4 and 2.11 apply to the Hamiltonian of the water wave prob-
lem which can be put in normal form up to any finite order with remainder estimated
by (2.12).

Remark 2.19. The first terms of the normal form of the Hamiltonian were com-
puted explicitly in a series of paper[DZ94, Cra96, CS93, CW95], where it was
shown that the third order term vanishes, and that, surprisingly enough the forth or-
der term is integrable. The dynamics of this integrable system has also been studied
in detail. However the rigorous existence of the normalizing transformation was,
up to now, established only for the transformation putting the Hamiltonian in third
order normal form[Cra96]. �
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Remark 2.20. At present no rigorous results on the relation between the dynamics
of the normal form and the dynamics of the complete systems are available. In order
to deduce dynamical consequences one should know something on the Lyapunof
exponents of the system (in the spirit of Section 3.2 below). We expect that it
should be possible to deduce such properties from known results on the local well
posedness of the Cauchy problem. Thus we expect that our theory should allow
to show that the normal form controls the dynamics over a time scale R−1 (if R is
the size of the initial datum). However, since the third order normal form vanishes,
the nonlinear effects are relevant only over a time scale R−2, and a control of the
dynamics over such a time scale seems to be outside the possibility of the theory
developed in the present paper. �
2.3.3. A heat equation

On the segment [0, π ] consider the nonlinear heat equation

ut = uxx − V (x)u + f (x, u) , (2.41)

u(0) = u(π) = 0 . (2.42)

The appropriate phase space for the system is the space Fs of the functions
u ∈ Hs([0, π ]) that extend to 2π periodic skew symmetric functions of class
Hs([−π, π ]). The resonance relations fulfilled by the eigenvalues of ∂xx − V
strongly depend on the potential V . Corresponding to most of the small ampli-
tude smooth potentials there are no resonances among the frequencies. To give the
precise statement fix σ > 0 and, for any positive ρ � 1 consider the space Vρ of
the potentials defined by

Vρ :=
{

V (x) =
∑
k≥1

vkρe−σk cos kx | vk ∈
[
−1

2
,

1

2

]
for k ≥ 1

}
(2.43)

that we endow with the product probability measure. Thus the potentials we con-
sider are small and analytic. In [BG04] the following theorem was proved

Theorem 2.21. For any r there exists a positive ρ and a set S ⊂ Vρ of measure
one such that property (r-NR) holds for any potential V ∈ S , and moreover

N∑
j=1

λ j k j − λi �= 0 , ∀k, |k| ≥ 2 .

Assuming that the function f is smooth and that f (x, u(x)) extends to a C∞ skew–
symmetric function whenever u is C∞ and skew, also the smoothness condition
is fulfilled, and thus the system can be put in normal form up to a remainder of
arbitrary order. Moreover the normal form just coincides with the linear part of the
system.
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3. Dynamics

We will use the normal form to construct an approximate solution of the original
system. The approximate solution is quite easy to be used in the semilinear case,
while in the quasilinear or fully nonlinear case this is nontrivial.
Thus we will consider the Cauchy problem for the normalized equations, namely

ẏ = Ly + Z(y) , (3.1)

y(0) = y0 , (3.2)

and the general idea is that one should be able to describe quite well its solutions (or
at least some of their properties like existence of integrals of motions or of periodic
orbits, otherwise the normal form is useless). Then one wants to compare y(t) with
a true solution. The intermediate step is to go back to the original variables, i.e. to
define the approximate solution

ζ(t) := T (y(t)) . (3.3)

Since T is defined only in a neighborhood of the origin it is important to know the
amount of time y remains small. Precisely the relevant quantity is the escape time
Te(s, R) of y(t) from Bs(R) defined as

Te(s, R) := sup {t ≥ 0 ; y(t) ∈ Bs(R)} . (3.4)

Then remark that the approximate solution fulfills the equation

ζ̇ = X (ζ ) − R̃(t) (3.5)

where R̃(t) := (T −1∗R)(ζ(t)) fulfills the estimate

sup
t∈[0,T ]

∥∥∥R̃(t)
∥∥∥

s
≤ CT Rr+3/2 , T < Te(s, R) . (3.6)

Then we consider an exact solution x(t) with initial datum x0 close to ζ0 and we
want to bound ‖x(t) − ζ(t)‖s for times as long as possible (and for s as large as
possible). Sometimes the escape time of x(t) from Bs(R) plays a role, thus we
define

T̃e(s, R) := sup {t ; x(t) ∈ Bs(R)} . (3.7)

3.1. Semilinear case

By semilinear case we mean the case in which the system has the form (2.3), i.e.

ẋ = Lx + P(x)

with P ∈ C∞(Us, �
2
s ) for any s ≥ s0 and Us ⊂ �2

s a neighborhood of the origin.
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Furthermore, in order to ensure that the solution does not leave the domain
of validity of the normal form in a time of order 1 we assume that L generates a
semigroup of contractions, precisely, denoting by eLt the semigroup generated by
L , we assume that ∥∥∥eLt

∥∥∥
�2

s ,�
2
s

≤ e−νt , ∀s ≥ s0 , (3.8)

with ν = ν(s) ≥ 0. Moreover, we assume that P has a zero of order θ + 1 at the
origin, namely that

‖P(x)‖s ≤ Cs ‖x‖θ+1
s

in a neighborhood of the origin.

Remark 3.1. By Segal theory the Cauchy problem for the complete nonlinear sys-
tem is locally well posed. �
Remark 3.2. In the parabolic case ν > 0, by parabolic estimates, one has that, if
the initial datum y0 for the normalized equations is in Bs(R), then the escape time
Te(s, R) is infinite. �

We have the following

Proposition 3.3. Assume ν > 0, and R small enough, and

‖x0 − ζ0‖s ≤ Rr+3/2 (3.9)

then for all positive t one has

‖x(t) − ζ(t)‖s ≤ 2Rr+3/2 . (3.10)

Proposition 3.4. Assume ν = 0; fix arbitrary T0 > 0 and T < Te(s + s′, R);
assume R small enough. If

‖x0 − ζ0‖s ≤ Rr−θ+1/2 (3.11)

then for all t fulfilling

|t | < min

{
T,

T0

Rθ

}
one has

‖x(t) − ζ(t)‖s ≤ 2Rr−θ+1/2 . (3.12)

Proof. Denote δ(t) := x(t) − ζ(t). Then δ fulfills the equation

δ̇ = Lδ + [P(ζ(t) + δ) − P(ζ(t))] + R̃(t) . (3.13)
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Then, using the formula of variation of the arbitrary constants the smoothness of P ,
the fact that it has a zero of order θ + 1 at the origin and the estimate (3.6) one gets

‖δ(t)‖s ≤ e−νt ‖δ0‖ + C
∫ t

0
Rθe−ν(t−s)

(
‖δ(s)‖ + Rr−θ+1/2

)
ds (3.14)

which, using Gronwall Lemma gives

‖δ(t)‖s ≤ e−(ν−C Rθ )t ‖δ0‖s + 1 − e−(ν−C Rθ )t

ν − RθC
C Rr+3/2 (3.15)

from which the thesis of both corollaries follows.

Proposition 3.3 directly applies to the nonlinear heat equation (2.41). Proposi-
tion 3.4 directly applies to the nonlinear wave equation (2.17) when the coefficients
bi j vanish identically.

In the conservative case the following result plays a relevant role

Proposition 3.5. Let � : �2
κ ⊃ U → R (κ a positive parameter) be a C1 integral

of motion for the system in normal form, and let x0 ∈ Bs+s′(R), with s ≥ κ, s0;
define w(t) := T −1(x(t)), and fix T̃ < T̃e(s + s′, R). If R is small enough, then
one has

|�(w(t)) − �(w(0))| ≤ C sup
y∈Bκ (R)

‖d�(y)‖ |t |Rr+3/2 , ∀t < T̃ . (3.16)

Remark 3.6. By Gronwall lemma, for any T0 > 0 there exists C ≥ 0 such that, if
x0 ∈ Bs+s′(R/C) then T̃e(s + s′, R) ≥ T0/Rθ . �

Proof. Remark that w satisfies

ẇ = Lw + Z(w) + R(w(t))

and that w(t) ∈ Bs+s′(2R) ∀|t | < T . Then compute

d

dt
�(w(t)) = d�(w)[Lw + Z(w) + R(w)] = d�(w)R(w)

which is estimated by

|d�(w)R(w)| ≤ sup
‖y‖s≤R

‖d�(y)‖ sup
‖y‖s+s′≤R

‖R(y)‖ ≤ C sup
‖y‖s≤R

‖d�(y)‖ Rr+3/2 ,

from which the thesis immediately follows.



686 DARIO BAMBUSI

3.2. Quasilinear case

Denote by B(�2
s+d , �2

s ) the space of bounded linear operators from �2
s+d to �2

s and
assume that the system is quasilinear, namely that it has the form

ż = A(z)z + g(z) , (3.17)

where

(Q1) There exists d, and, for any s ≥ s0 a neighborhood Us+d ⊂ �2
s+d of the origin,

such that the map

Us+d � z �→ A(z) ∈ B(�2
s+d , �2

s )

is of class C∞. Moreover g is smooth, i.e. g ∈ C∞(Us+d , �2
s+d). �

For any R small enough and any positive T , consider the set of the functions ζ ∈
C0([0, T ], �2

s+d) ∩ C1([0, T ], �2
s ) fulfilling

sup
t∈[0,T ]

‖ζ(t)‖s+d + sup
t∈[0,T ]

∥∥ζ̇ (t)
∥∥

s ≤ R (3.18)

and the linear time dependent equation

ẋ = A(ζ(t))x . (3.19)

(Q2) There exists θ ≥ 1 such that the evolution operator U (t, s) associated to
equation (3.19) exists and fulfills the estimate

sup
0≤t≤τ≤T

‖U (t, τ )‖�2
s+d→�2

s+d
≤ Meβ Rθ T , (3.20)

with some constants M, β independent of ζ, T, R. �
(Q3) g has a zero of order at least θ + 1 at the origin. �

Remark 3.7. If one adds some technical assumptions then it becomes possible to
apply Kato’s theory [Kat75] in order to ensure well posedness of the Cauchy prob-
lem. �

Here we prefer to assume well posedness, thus we add

(Q4) The Cauchy problem is well posed in �2
s for any s large enough and any initial

datum small enough. �

Proposition 3.8. Assume (Q1–Q4) and R small enough. Let x0 ∈ Bs+s′(R) (s ≥
s0) be such that

‖x0 − ζ0‖s ≤ Rr+1/2 . (3.21)
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Then, for any T0 > 0 there exists K s.t.

‖x(t)‖s+s′ ≤ K R , for |t | ≤ T0/Rθ (3.22)

moreover, for any T1 > 0 one has

‖x(t) − ζ(t)‖s ≤ 2Rr−θ+1/2 , ∀|t | ≤ T1

Rθ−1/2r
. (3.23)

Remark 3.9. The time scale of (3.23) is not very satisfactory. Indeed in such a
case the normal for has a zero of order θ + 1 at the origin, and therefore the first
corrections to the dynamics are visible over a time scale R−θ which is longer than
that covered by (3.23). Thus over the time scale (3.23) the solution is up to errors of
order R1+1/2r equal to the linear dynamics. Anyway, the estimate of the error given
in (3.23) is much stronger than this trivial one. Below, in the case of Hamiltonian
systems, we will give a result valid over the time scale Rθ . �
Remark 3.10. The theory of this section applies to the nonlinear wave equation
(2.17). Indeed in ref. [Bam03a] it was proved that it fulfills assumptions (Q1-
Q4). �

Proof. First (following [Bam03a]) we prove that x(t) ∈ Bs+s′(K R) for |t | ≤
T0/Rθ .

By standard continuation argument x(t) can be continued at least until

‖x(t)‖s+s′ < K R (3.24)

holds. Let T̄ be the first time at which (3.24) is violated, then one has
∥∥x(T̄ )

∥∥
s+s′ =

2R. Denote gx (t) := g(x(t)). So, x(t) fulfills the “linear” equation

ẋ = Ax (t)x + gx (t), 0 ≤ t ≤ T̄ (3.25)

where the estimate (3.20) holds until time T̄ . By Theorem 2 of [Kat75] (which
follows from the formula of variation of constants) the solution of (3.25) satisfies
the estimate

K R = ∥∥x(T̄ )
∥∥

s+s′ ≤ Meβ(2R)θ T̄
(
‖x0‖s+s′ + C Rθ+1T̄

)
which, provided K is large enough, implies T̄ > T0/Rθ . Thus (3.22) is proved.

Denote now w(t) := T −1(x(t)); by the normal form theorem one has w(t) ∈
Bs+s′(3R) for the considered times, thus it fulfills

ẇ = Lw + Z(w) + R(t) (3.26)

with
‖R(t)‖s ≤ C Rr+3/2 .
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Denote now δ := w − y, it fulfills the equation

δ̇ = Lδ + Z(y(t) + δ) + R(t) (3.27)

from which, using the smoothness of Z and the estimate of eLt (which follows from
(Q2)) one gets

‖δ(t)‖s ≤ M ‖δ0‖s +
∫ t

0
M

(
C Rθ−1/2r + C Rr+3/2

)
ds (3.28)

which implies

‖δ(t)‖s ≤ M ‖δ0‖s eC Rθ−1/2r t + C Rr−θ+1/2eC Rθ−1/2r t

and the thesis.

It is also easy to see that Proposition 3.5 holds exactly in the same form also in
this quasilinear case.

3.3. Hamiltonian case

As anticipated above in the Hamiltonian case one can get a result stronger than
Proposition 3.8. This is given by the forthcoming Proposition 3.12, whose proof is
an abstract formulation of a technique of [SW00]. Here the assumptions we need
are quite different from those of the previous subsection. In particular we do not
assume the quasilinear structure of the previous subsection.

So consider a Hamiltonian system as in Subsection 2.2 with Hamiltonian func-
tion H = H0 + H1. Concerning the structure of the Hamiltonian we assume the
so called potential well condition, while for the vector field we only assume that its
Cauchy problem is well posed.

(QH1) The Hamiltonian is C∞ in a neighborhood of the origin of �2
κ with some

positive κ . Moreover

C ‖x‖2
κ ≤ H0(x) , |H1(x)| ≤ C ‖x‖θ+2

κ (3.29)

�
(QH2) The Cauchy problem is well posed in a neighborhood of the origin of �2

s for
some s ≥ κ . �

For simplicity we will assume κ < s1.

Remark 3.11. If the vector field is quasilinear as in the previous section and fulfills
the assumptions (Q1-Q4), one has that, having fixed an arbitrary T0, there exists a
C > 0 such that, if the initial datum fulfills

‖x0‖s ≤ R

C
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for some s ≥ κ then

T̃e(κ, R) >
T0

Rθ
;

this is relevant for the interpretation of the next proposition. �

Proposition 3.12. Assume (QH1, QH2), fix arbitrary T0 > 0, T̃ < T̃e(κ, R), T <

Te(s1 + s′, R); assume R small enough. If

‖x0 − ζ0‖κ ≤ Rr+1/2 (3.30)

then for all t fulfilling

|t | < min

{
T, T̃ ,

T0

Rθ

}
one has

‖x(t) − ζ(t)‖κ ≤ 2Rr−θ+1/2 . (3.31)

Proof. It is useful to introduce some notations. First we denote by 〈 , 〉 the �2 scalar
product and by ∇ the gradient with respect to the �2 metric. Moreover only for this
section we will denote by J the Poisson tensor, namely the linear operator defined
by

J (xk, x−k) = (x−k, −xk) ∀k > 0 .

So the Hamilton equations of our system coincide with

ẋ = J∇ H(x) .

Remark also that the approximate solution ζ(t) fulfills

ζ̇ = J∇ H(ζ ) − R̃(ζ(t)) . (3.32)

Consider the equations of motion for δ := x − ζ(t), namely equations (3.13). In-
terpreting the transformation x �→ δ as a time dependent coordinate transformation
one immediately has that the equation for δ, namely (3.13), is Hamiltonian with a
time dependent Hamiltonian function given by

K (δ, t) := H(ζ(t) + δ) + 〈J ζ̇ , δ〉 . (3.33)

The same equations of motions are also generated by the Hamiltonian function
K (δ, t) − H(ζ(t)), so that in particular the time derivative of K (δ(t), t) − H(ζ(t))
coincides with its partial derivative with respect to time. Remark also that, using
(3.32) to compute ζ̇ , one has

K (δ, t) − H(ζ(t)) = H(ζ(t) + δ) − H(ζ(t)) − d H(ζ(t))δ − 〈JR̃, δ〉 (3.34)

= H0(δ) + H1(ζ(t) + δ) − H1(ζ(t)) − d H1(ζ(t))δ − 〈JR̃, δ〉 (3.35)
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from which

K (δ, t) − H(ζ(t)) ≥ C
∣∣∣‖δ‖2

κ − Rr+3/2 ‖δ‖κ

∣∣∣ (3.36)

and also∣∣∣∣∂(K −H)

∂t

∣∣∣∣ ≤
∣∣∣(d H1(ζ(t) + δ)−d H1(ζ(t))−d2 H1(ζ(t))δ

)
ζ̇

∣∣∣+∣∣∣〈J ˙̃R, δ〉
∣∣∣

≤ C Rθ−1 ‖δ‖2
κ

∥∥∥J∇ H(ζ(t)) − R̃(t)
∥∥∥

κ

≤ C Rθ ‖δ‖2
κ + C Rr+3/2 ‖δ‖κ . (3.37)

using these equations one immediately gets

‖δ(t)‖2
κ ≤ C [K (δ(t), t) − H(ζ(t))] + C Rr+3/2 ‖δ(t)‖κ

≤ C [K (δ(0), 0) − H(ζ(0))] + C Rr+3/2 ‖δ(t)‖κ

+
∫ t

0

(
Rθ ‖δ(s)‖2

κ + C Rr+3/2 ‖δ(s)‖κ

)
ds .

Finally, taking ‖δ(0)‖κ ≤ Rr+1/2, as far as ‖δ(t)‖κ ≤ K̃ Rr−θ+3/2 with any fixed
constant K̃ one has that the above inequality gives

‖δ(t)‖2
κ ≤ K̃ R2r−θ+3/2 +

∫ t

0

(
Rθ ‖δ(s)‖2

κ + C Rr+3/2 ‖δ(s)‖κ

)
ds (3.38)

which, using Gronwall lemma immediately gives the thesis.

This theory applies to equation (2.17) in the Hamiltonian case. In this case the
energy norm of a phase space point x = (u, u̇) is the H1 × L2 norm. One has the
following

Theorem 3.13. Consider equation (2.17), assume that it is Hamiltonian, that the
vector a is Diophantine and that the mass m is chosen so that different frequencies
are nonresonant (see Theorem 2.14). Fix an arbitrary T0 and assume R small
enough. Then there exists C s.t. if

‖x0 − ζ0‖H1×L2 ≤ Rr+1/2 , ‖x0‖Hs+1×Hs ≤ R

C
, ‖ζ0‖Hs+1×Hs ≤ R

C
, (3.39)

with s large enough, then for all t fulfilling

|t | <
T0

Rθ

one has

‖x(t) − ζ(t)‖H1×L2 ≤ 2Rr−θ+1/2 . (3.40)
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Proof. The proof amounts in bounding from below Te and T̃e. Actually, since the
equation fulfills the assumptions (Q1-Q4) one has the lower bound of T̃e > T0/Rθ

given in remark 3.11. In order to bound from below the escape time of y just remark
that the resonant form only allows exchanges of energies among modes of the same
frequency, which have Fourier coefficients with the same |k|. Thus in particular one
has that for any s the norm

‖y(t)‖Hs+1×Hs

is independent of time. So its escape time is actually infinite.

4. Proofs

Denote by r∗, a number for which assumptions (r -S) and (r -NR) are fulfilled with
r = r∗ and fix it once for all (it represents the number of normal form steps we will
perform).

In what follows we will use the notation

a � b

to mean: There exists a positive constant C independent of R and of N such that

a ≤ Cb .

4.1. Cutoffs

Expand the perturbation P in Taylor series up to order r∗ + 1,

P =
r∗∑

l=1

Pl + R∗

where Pl are homogeneous polynomial of degree l + 1, and R∗ is the remainder.
We will denote

X∗(x) := Lx +
r∗∑

l=0

Pl(x) .

Remark 4.1. Due to assumption (r–S) the linear operator L is bounded from �2
s+d

to �2
s . �

Remark 4.2. The polynomials Pl are entire analytic functions, and therefore, in-
troducing the complexification �

2,C
s of �2

s , one has that for any s large enough there
exists a constant Cs such that

‖Pl(x)‖s ≤ Cs ‖x‖l+1
s+d , ∀x ∈ �2,C

s . �
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To make the Galerkin cutoff fix a large N that will eventually be related to R,
introduce the projector �N defined by

�N (x−∞, . . ., x−1, x1, . . ., x∞) :=(. . . , 0, 0, x−N , . . ., x−1, x1, . . ., xN , 0, 0, . . .),

and put

X� := L� +
r∗∑

l=1

Xl ≡ L� + F (0) , (4.1)

with

L� := �N L�N , Xl := �N Pl ◦ �N . (4.2)

The system (4.1) is the one we will put in normal form. Remark that

X = X� + (X∗ − X�) + R∗ . (4.3)

We estimate now the terms we neglect.

Lemma 4.3. For any s ≥ s0 there exists a domain U (0)
s ⊂ �

2,C
s such that, for any

σ > 0, and any N ≥ 0, one has

‖R∗(x)‖s � ‖x‖r∗+1
s+d , ∀x ∈ U (0)

s+d

(4.4)∥∥X∗(x) − X�(x)
∥∥

s � ‖x‖s+σ+d

Nσ
, ∀x ∈ �2

s+d+σ .

Proof. First remark that

‖ 1l − �N ‖s+σ→s = 1

Nσ
. (4.5)

and that
X∗ − X� = ( 1l − �N )X∗ + �N (X∗ − X∗ ◦ �N ) .

The first term at right hand side is easily estimated by (4.5). The second term is
estimated by the remark that X∗ is Lipschitz (with Lipschitz constant estimated by
the norm of its differential), thus

sup
x∈U (0)

s+d

‖X∗(x) − X∗(�N x)‖s

≤ sup
x∈Us+d

‖d X∗(x)‖s+d→s ‖ 1l − �N ‖s+d+σ→s+d ‖x‖s+d+σ � 1

Nσ
‖x‖s+σ+d

The estimate of R∗ is obtained by applying Lagrange estimate of the remainder of
the Taylor expansion.

System (4.1) is finite-dimensional, so the standard theory applies. However in
order to be able to deduce meaningful results on the original infinite-dimensional
system the estimates we need have to be quite precise. To this end some tools are
needed. They will be introduced in the next subsection.
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4.2. The modulus of a polynomial and its norm

As a preliminary step complexify the space and introduce the basis in which the op-
erator L� is diagonal and the corresponding basis for the space of the polynomials.

From now on we will use only the complexifyed phase space and the basis in
which the operator L� is diagonal. A point of the phase space will be denoted by
z. Moreover, in C2N we will continue to use the norms defined by (2.1). We will
denote by Bs(R) ⊂ C2N the ball of radius R in the norm of �

2,C
s .

To introduce the norm we will use, consider an �
2,C
s valued polynomial func-

tion F , and expand it on the basis Pk,i , namely write

F(z) =
∑
k,i

Fk
i Pk,i (z) =

∑
k,i

Fk
i zkei .

Definition 4.4. Following Nikolenko [Nik86] we define the modulus �F� of F by

�F� :=
∑
k,i

|Fk
i |Pk,i . (4.6)

Lemma 4.5. Let F : C2N → C2N be a homogeneous polynomial of degree r . For
any couple of positive numbers s, s1 one has

sup
‖z‖s≤1

‖�F� (z)‖s1
≤ (2N )

3r+1
2 sup

‖z‖s≤1
‖F(z)‖s1

. (4.7)

Remark 4.6. For the rest of the proof it is essential that the exponent of N in (4.7)
does not depend neither on s nor on s1, and that the operator at l.h.s and the one at
r.h.s. of (4.7) are estimated in the same spaces. �

Proof. First remark that

Fk
i = 1

k!

∂ |k|Fi

∂zk

∣∣
z=0 ,

Fi (z) being the i-th component of F(z) and k! := k−N ! . . . kN !. We aim to use
Cauchy inequality to estimate Fk

i . To this end it is useful to introduce a family of
auxiliary norms in C2N . They are given by

‖z‖∞
s := sup

j
| j |s ∣∣z j

∣∣ . (4.8)

Remark that ‖z‖∞
s ≤ R is equivalent to

|z j | ≤ R| j |−s =: ρ j .
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Thus, from Cauchy inequality applied to a function from C2N endowed by the norm
(4.8) to C one has ∣∣∣Fk

i

∣∣∣ ≤ 1∏
j ρ

k j
j

sup
‖z‖∞

s ≤R
|Fi (z)|

which implies ∣∣∣Fk
i

∣∣∣ |zk | ≤ sup
‖z‖∞

s ≤R
|Fi (z)| , ∀k, i .

Summing over k ∈ N2N , and taking into account that there are (2N )r different
values of k with |k| = r , one immediately has

sup
‖z‖∞

s ≤1
‖�F� (z)‖∞

s1
≤ (2N )r sup

‖z‖∞
s ≤1

‖F(z)‖∞
s1

. (4.9)

Using the relation between the auxiliary norm and the �2
s norm, namely

‖z‖∞
s ≤ ‖x‖s ≤ √

2N ‖z‖∞
s ,

one gets the thesis.

By Remarks 4.1 and 4.2 one has

Corollary 4.7. The polynomials {Xl}r∗
l=0 (cf. (4.2)) fulfill the estimate

sup
‖z‖s≤R

‖�Xl� (z)‖s � N d+ 3l+4
2 Rl+1 , l ≥ 1 . (4.10)

From now on we fix the index s of the norm.

Definition 4.8. Let F be a vector field analytic in a ball of radius R in the norm
�

2,C
s ; we will use the notation

|F |R := sup
‖z‖s≤R

‖�F� (x)‖s . (4.11)

The space of the C2N valued functions which are analytic and bounded on the ball
‖z‖s < R will be denoted by AR . The norm (4.11) makes it a Banach space.

By Corollary 4.7 one has F (0) ∈ AR for all R small enough, and

|F (0)|R � Nα1 R2 , (4.12)

with

α1 = d(r∗) + 3r∗ + 7

2
. (4.13)
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4.3. Normalization

In order to normalize the system we will use the method of Lie transform which
enables to deal with the case of a preserved structure.

Thus, given an auxiliary vector field W we consider the auxiliary differential
equation

ż = W (z) (4.14)

and denote by φt the flow it generates. Moreover denote φ := φ1 ≡ φt
∣∣
t=1.

Definition 4.9. The map φ will be called the Lie transform generated by W .

Remark 4.10. Given an analytic vector field F , consider the differential equation

ż = F(z) . (4.15)

Define φ∗F by

(φ∗F)(y) := dφ−1(φ(y))F(φ(y)) (4.16)

then, in the variables y defined by z = φ(y), the differential equation (4.15) takes
the form

ẏ = (φ∗F)(y) . (4.17)

�
Remark 4.11. Using the relation

d

dt
φ∗

t F = φ∗
t [W, F]

it is easy to see that, at least formally, one has

φ∗F =
∞∑

l=0

Fl , (4.18)

with Fl defined by

F0 := F , Fl := 1

l

[
W, Fl−1

]
, l ≥ 1 . (4.19)

�
To come to an estimate of the terms involved in the series (4.18) we start with

the following
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Lemma 4.12. Let F, G ∈ AR be two analytic maps, then, for any positive d < R,
one has [F, G] ∈ AR−d and

|[F, G]|R−d ≤ 2

d
|F |R |G|R . (4.20)

Proof. Simply remark that

‖�[F, G]�‖s = ‖�d F G − dG F�‖s ≤ ‖�d F G�‖s + ‖�dG F�‖s

≤ ‖d �F� �G�‖s + ‖d �G� �F�‖s .

Then the Cauchy inequality gives ‖d �F�(z)‖s ≤ |F |R/d for any z with ‖z‖s ≤
R − d. Thus one gets

‖d �F� �G�‖s ≤ 1

d
|F |R|G|R .

estimating the other term in the same way one gets the thesis.

We estimate now the terms of the series (4.18, 4.19) defining the Lie transform.

Lemma 4.13. Let F ∈ AR and W ∈ AR be two analytic maps; denote by Fn
the maps defined recursively by (4.19); then, for any positive d < R, one has
Fn ∈ AR−d , and the following estimate holds

|Fn|R−d ≤ |F |R

(
2e

d
|W |R

)n

. (4.21)

Proof. Fix n, and denote δ := d/n, we look for a sequence C (n)
l such that

|Fl |R−δl ≤ C (n)
l , ∀l ≤ n .

By (4.20) this sequence can be defined by

C (n)
0 = |F |R , C (n)

l = 2

lδ
C (n)

l−1 |χ |R = 2n

ld
C (n)

l−1 |χ |R .

So one has

C (n)
n = 1

n!

(
2n |χ |R

d

)n

|F |R .

Using the inequality nn < n!en, which is easily verified by writing the iterative
definition of nn/n!, one has the thesis.
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Remark 4.14. Let W ∈ AR be an analytic map. Fix d < R. Assume

sup
‖z‖s≤R

‖W (z)‖s < d

and consider the corresponding time t flow φt . Then, for |t | ≤ 1, one has

sup
‖z‖s≤R−d

‖φt (z) − z‖s ≤ sup
‖z‖s≤R

‖W (z)‖s < d (4.22)

�

Lemma 4.15. Consider W as above and let F ∈ AR be an analytic map. Fix
0 < d < R assume sup‖z‖s≤R ‖W (z)‖s < d/3, then one has

sup
‖z‖s≤R−d

∥∥φ∗F(z)
∥∥

s ≤ 2 sup
‖z‖s≤R

‖F(z)‖s .

Lemma 4.16. Let F ∈ AR be a polynomial map of degree r + 1. There exists
W, Z ∈ AR with Z in normal form such that

[L�, W ] + F = Z . (4.23)

Moreover Z and W fulfill the estimates

|W |R ≤ Nα

γ
|F |R , |Z |R ≤ |F |R . (4.24)

Proof. Since we are using the coordinates in which the operator L� is diagonal, one
has

[L�, Pk,i ] = (λ · k − λi )Pk,i (4.25)

thus, writing F = ∑
k,i Fk

i Pk,i , one defines

Z :=
∑
RS

Fk
i Pk,i , W =

∑
RSc

Fk
i

λ · k − λi
Pk,i

where the resonant set RS is defined by

RS :=
{
(k, i) ∈ N

2N × (−N , . . . , N ) : λ · k − λi = 0
}

and RSc is its complement. Then the thesis immediately follows from the definition
of the norm.
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Lemma 4.17. Let W ∈ AR be the solution of the homological equation (4.23) with
F ∈ AR. Denote by L j the functions defined recursively as in (4.19) from L�; for
any positive d < R, one has L j ∈ AR−d , and the following estimate holds

∣∣L j
∣∣

R−d ≤ 2 |F |R

(
2e

d
|W |R

) j

. (4.26)

Proof. The idea of the proof is that, using the homological equation one gets L1 =
Z − F ∈ AR . Then proceeding as in the proof of Lemma 4.13 one gets the result.

In the statement of the forthcoming iterative lemma we will use the following
notations: Define δ = δ(R) := R/2r∗ where R is a positive number.

Proposition 4.18. Iterative Lemma. Consider the system (4.1). For any r ≤
r∗ there exists a positive R∗r � 1 and, for any N > 1 there exists an analytic
transformation

T (r) : Bs

(
R∗r (2r∗ − r)

2Nα+α1r∗

)
→ �2,C

s

which puts (4.1) in the form

X (r) := T (r)∗X� = L� + Z (r) + F (r) + R(r)
T . (4.27)

Assume R < R∗r/Nα+α1 , then the following properties hold

1) the transformation T (r) satisfies

sup
z∈Bs(R−rδ)

∥∥∥z − T (r)(z)
∥∥∥

s
� Nα+α1 R2 (4.28)

2) Z (r) is a polynomial of degree r +1, it is in normal form, and has a zero of order
2 at the origin; F (r) is a polynomial of degree r∗ +1 having a zero of order r +2
at the origin. Moreover the following estimates hold∣∣∣Z (r)

∣∣∣
Rr

� Nα1 R2 , ∀r ≥ 1 (4.29)∣∣∣F (r)
∣∣∣

Rr
� Nα1 R2(RNα+α1)r (4.30)

3) the remainder term, R(r)
T satisfies

sup
z∈Bs(R−rδ)

∥∥∥R(r)
T (z)

∥∥∥ � (
RNα+α1

)r∗+2
. (4.31)
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Proof. We proceed by induction. First remark that the theorem is trivially true when
r = 0 with T (0) = I , Z(0) = 0, F (0) = X (0) and R(0)

T = 0.
Then we look for a Lie transform, Tr , eliminating the non normalized part of

order r + 1 from X (r). Let Wr be the generating field of Tr . Using the formulas
(4.18,4.19) one writes

T ∗
r

(
L� + Z (r) + F (r)

)
= L� + Z (r) (4.32)

+ [
Wr , L�

] + F (r) (4.33)

+
∑
l≥1

Z (r)
l +

∑
l≥1

F (r)
l +

∑
l≥2

Ll (4.34)

where Z (r)
l are the terms of the expansion (4.19) of Z (r) and similarly for the other

quantities. Then it is easy to see that (4.32) is the already normalized part of the
transformed system, (4.33) is the non normalized part of order r + 2 that has to be
eliminated by a suitable choice of Wr , (4.34) contains all the terms of degree higher
than r + 2.

We first use Lemma 4.16 to determine Wr as the solution of the equation

[Wr , L�] + F (r) = Zr (4.35)

with Zr in normal form. By (4.24) and (4.30) one has the estimates

|Wr |Rr
� Nα R2 Nα1

(
Nα+α1 R

)r
, |Zr |Rr

� Nα1 R2 (
Nα+α1 R

)r
. (4.36)

In particular, in view of (4.22) and of the remark that RNα+α1 < R∗, the estimate
(4.28) is proved at level r + 1.

Define now Z (r+1) := Z (r) + Zr , and F (r+1)
C :=(4.34). From (4.24) the esti-

mate (4.29) holds at level r + 1. By Lemma 4.13, denoting

ς := 2e

δ
|Wr |Rr

� (Nα+α1 R)r+1 ≤ 1

2
,

provided R∗(r+1) is small enough. Using (4.21), (4.29), (4.30) and Lemma 4.17 one
gets ∣∣∣F (r+1)

∣∣∣
Rr −δ

�
∑
l≥1

Nα1 R2ς l +
∑
l≥1

Nα1 R2ς l (
RNα+α1

)r

+
∑
l≥2

Nα1 R2ς l−1 (
RNα+α1

)r

� ς Nα1 R2 � Nα1 R2 (
RNα+α1

)r+1
.

Write now
F (r+1)

C = F (r+1) + Rr,T
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where F (r+1) is the Taylor polynomial of degree r∗ + 1 of F (r+1)
C and Rr,T is the

remainder which therefore has a zero of order r∗ + 2 at the origin. Since F (r+1) is
a truncation of F (r+1)

C the previous estimate holds also for it. Then the remainder
Rr,T is estimated using Lagrange and Cauchy estimates:

sup
‖z‖s≤R

∥∥Rr,T (z)
∥∥

s ≤ Rr∗+2

(r∗ + 2)!
sup

‖z‖s≤R∗r /2Nα+α1

∥∥∥dr∗+2 F (r+1)
C (z)

∥∥∥
≤ Rr∗+2

(
2Nα+α1

R∗r

)r∗+2

sup
‖z‖s≤R∗r /Nα+α1

∥∥∥F (r+1)
C (z)

∥∥∥
s

� (Nα+α1 R)r∗+2 .

Define now

R(r+1)
T := T ∗

r R(r)
T + Rr,T . (4.37)

By Lemma 4.15 one gets the the estimate (4.31) at level r + 1.

Proof of Theorem 2.4. Consider the transformation T r∗ defined by the iterative
lemma, then one has

T (r∗)∗X = L� + Z (r∗) + RT + RN (4.38)

with
RT := F (r∗) + R(r∗)

T

(see the iterative lemma) and

RN := T r∗∗(X∗ − X� + R∗)

(see (4.3)). Then use the iterative lemma to estimate RT and Lemmas 4.3 and 4.15
to get

sup
‖z‖s+d+σ ≤R/2

‖RN (z)‖s �
(

R

Nσ
+ Rr∗+2

)
, ∀R <

R∗r∗
2Nα+α1

(4.39)

Finally choose N = R−β with β = [2α2(r∗ + 1)]−1, α2 := α + α1, and define
s′ := d + σ with σ := 2α2

2(r∗ + 2)2 − 1. �
Proof of Theorem 2.11. We just show that all the steps of the construction are
compatible with the Hamiltonian structure.

The cutoffs: the Taylor cutoff of the vector field is clearly equivalent to the
Taylor cutoff of the Hamiltonian. Thus the vector field X∗ is Hamiltonian with
Hamiltonian function H∗ given by the truncation at degree r∗ + 2 of the Taylor
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expansion of the Hamiltonian. The Galerkin cut-offed vector field X� is the Hamil-
tonian vector field of H�(x) := H∗(�N x).

The one step transformation. The key remark is that the solutions Z and W
of the homological equation as constructed by Lemma 4.16 are Hamiltonian vec-
tor fields. The simplest way to verify such a property consists in introducing the
variables

ξl := 1√
2
(xl + ix−l) ; ηl := 1√

2
(xl − ix−l) l ≥ 1 , (4.40)

in which the symplectic form becomes
∑

l i dξl ∧ dηl and the operator L = X H0 is
diagonal. Then given a polynomial Hamiltonian function f (ξ, η) decompose it as

f (ξ, η) =
∑
k j

fk jξ
kη j

and define

HZ kj := fk j , j, l such that ω · ( j − l) = 0 (4.41)

HW kj := fk j

iω · (k − j)
, j, k such that ω · ( j − k) �= 0 , (4.42)

and HZ (ξ, η) := ∑
k j HZ k jξ

kη j and similarly for HW . Then consider the homo-
logical equation (4.23) with F ≡ X f (the Hamiltonian vector field of f ). It is very
easy to verify that the fields W and Z constructed in Lemma 4.16 are the Hamil-
tonian vector fields of the function HZ and HW just constructed. Then it turns out
that the Lie transform generated by W is a canonical transformation and therefore
the statement follows. �
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